Abstract

In this document, we discuss best practices and recommendations for deploying and sizing NetApp® StorageGRID® as a capacity tier for the NetApp ONTAP® software component FabricPool. This document also covers capabilities, requirements, implementation, and best practices when using StorageGRID.
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1 Overview

The NetApp StorageGRID object-based storage solution, which can store cold data from NetApp ONTAP to an object store, has supported NetApp FabricPool since the release of StorageGRID 10.3. This technical report focuses on best practices and recommendations for deploying and sizing StorageGRID for FabricPool, a component of ONTAP. We also cover the capabilities, requirements, implementation, and best practices for using StorageGRID.

Unlike public clouds that might set a maximum number of supported IOPS at the bucket or container level, StorageGRID performance scales with the number of nodes in a system. For acceptable performance targets, NetApp recommends using enough nodes to meet or exceed FabricPool connectivity requirements.

Note: This technical report uses the terms performance tier and all-flash storage interchangeably. It also uses capacity tier and object storage interchangeably.

2 FabricPool Policies

The main objective of using FabricPool with StorageGRID is to reclaim SSD capacity on the primary storage system by moving infrequently accessed data to low-cost object storage. This movement of cold data blocks is performed with FabricPool volume tiering policies.

FabricPool currently supports three tiering policies:

- auto
- snapshot-only
- all

The following subsections briefly cover considerations for using these FabricPool tiering policies with StorageGRID as the object storage.

2.1 Auto Tiering Policy

The auto tiering volume policy has been available since ONTAP 9.4 and moves all cold blocks in the volume to the capacity tier, StorageGRID. The different operations that FabricPool performs on StorageGRID can be a combination of the following:

- Small random-range read GET operations (4KB, 8KB, or 32KB random-range reads)
- Large sequential-range read GET operations (256KB sequential-range reads)
- 4MB PUT operations (1000 x 4KB cold blocks)

Because the auto policy can perform these three operations at the same time, it requires high performance from the capacity tier. Therefore, you should emphasize performance sizing.

Note: When you use the auto tiering policy, NetApp recommends using the StorageGRID SG6060 appliance.

2.2 Snapshot-Only Tiering Policy

The snapshot-only volume tiering policy for FabricPool is an effective, intuitive way to reclaim storage space on SSDs. This policy tiers cold NetApp Snapshot™ volume blocks that are not shared with the active file system to StorageGRID. If read, cold data blocks on the capacity tier become hot and are moved back to the performance tier.

The snapshot-only tiering policy performs two operations:

- 4MB PUT operations (1000 x 4KB cold blocks)
• Large sequential-range read GET operations (256KB sequential range reads)

Unlike the auto tiering policy, the snapshot-only tiering policy requests either a GET or PUT operation at a given time (not both at the same time). Therefore, this policy doesn’t require as much performance as the auto tiering policy does.

Note: When you use the snapshot-only tiering policy, NetApp recommends using the SG6060 appliance, the SG6060 appliance with one or two expansion shelves, the SG5760 appliance, or the SG5712 appliance.

2.3 All Tiering Policy

The all volume tiering policy covers one of the most common uses of FabricPool. It lets you move entire volumes of data to StorageGRID. The all policy is primarily used with secondary data and data protection volumes.

The all tiering policy performs two operations:
• 4MB PUT operations (1000 x 4KB cold blocks)
• Large sequential-range read GET operations (256KB sequential range reads)

Unlike the auto tiering policy, the all tiering policy requests either a GET or PUT operation at a given time (not both at the same time). Therefore, this policy doesn’t require as much performance as the auto tiering policy does.

Note: When you use the all tiering policy, NetApp recommends using the SG6060 appliance, the SG6060 appliance with one or two expansion shelves, the SG5760 appliance, and the SG5712 appliance.

3 StorageGRID Configuration

After FabricPool’s basic requirements have been met, attach an object store to an aggregate in NetApp ONTAP. For the detailed steps of this process, see TR-4598.

To create a bucket in NetApp StorageGRID, use StorageGRID Tenant Manager to complete the following steps:

1. Log in with your tenant account ID, user name, and password.
2. Select S3.
3. Select Buckets.
4. Click Create Bucket.
5. Provide a DNS-compliant name.
6. Click Save.
Note: In versions earlier than StorageGRID 11.1, creating a bucket requires using a third-party Amazon S3 client such as S3 Browser.

After you create a bucket, you must perform additional steps in ONTAP, such as adding a cloud tier, adding a cloud tier as an aggregate, and setting volume tiering policies. For the detailed steps of this process, see TR-4598.

4 StorageGRID Recommendations

FabricPool supports NetApp StorageGRID information lifecycle management (ILM) policies for data replication and erasure coding to protect FabricPool cloud tier data from failure. However, FabricPool does not support advanced ILM rules such as filtering based on user metadata or tags.

ILM can include various movement and deletion policies based on geography, storage class, retention, and other categories that would be disruptive to FabricPool cloud tier data. FabricPool has no knowledge of ILM policies or configurations set on external object stores, and misconfiguration of ILM policies can result in data loss. For example, FabricPool cloud tier data must not be expired, deleted, or tiered to cloud storage pools (Glacier).

StorageGRID uses two-copy replication as a default data protection solution which is recommended for active tiering. With StorageGRID 11.2 and later, intra-site erasure coding that uses a 4+1 or 6+1 scheme is the recommended best practice for cost-efficient data protection. Erasure coding uses more CPU processing, but significantly less storage capacity, than replication. Single-copy replication is not recommended because of lowered system availability and data durability. Geographically dispersed erasure coding such as 4+2 over three physical sites is also not recommended because of WAN latencies.

NetApp recommends that you do not enable platform services such as cloud mirroring or metadata search on the object store bucket because FabricPool cloud data is opaque and cannot be further used.

NetApp ONTAP storage efficiencies such as compression, deduplication, and compaction are preserved when you move data to the cloud tier. NetApp recommends disabling StorageGRID compression and encryption.

5 StorageGRID Performance and Capacity Sizing

Different FabricPool policies have different performance and capacity requirements for the capacity tier.

To view the FabricPool PUT and FabricPool range read performance numbers, see TR-6773: StorageGRID Performance. Please note that these performance numbers are only applicable to snapshot-only and all tiering policies. Contact ng-storagegrid-tme@netapp.com for guidance on sizing StorageGRID for snapshot-only and all tiering policies.

Performance and capacity results for the auto tiering policy are included in the Fusion sizing tool for AFF with StorageGRID using FabricPool. For more information, see fusion.netapp.com.

6 StorageGRID Performance and Capacity Sizing

This section covers configuration recommendations for NetApp StorageGRID load balancers used in FabricPool workloads.

6.1 High Availability Groups

In StorageGRID, high-availability (HA) groups use virtual IP addresses (VIPs) to provide active-backup access. HA groups can consist of a combination of admin nodes, gateway nodes, or both. Gateway nodes are dedicated load balancer nodes, whereas admin nodes run both management and Amazon
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Simple Storage Service (Amazon S3) load-balancing services. You assign one node in the group to be the active primary. When admin nodes are configured in an HA group, ports 443 and 80 cannot be configured for Amazon S3 access, because they are reserved for the Grid Manager and Tenant Manager UIs.

6.2 Load Balancer Endpoints

The load balancer service in StorageGRID provides Layer 7 load balancing. It also performs Transport Layer Security (TLS) termination of client requests, inspects the requests, and establishes new secure connections to the storage nodes. First, create a load balancer endpoint to be used for the FabricPool workload with the display name (for example, S3.netapp.com) and the port to be used (for example, 10443). When selecting HTTPS, you must upload or generate a certificate. Make sure to upload the certificate to the ONTAP cluster, as well as the root and any subordinate certificate authority (CA) certificates.

6.3 Load Balancer Topology

A general best practice is to use two load-balancing nodes in each site in an HA group with at least one load balancer endpoint configured. Load balancers pass all data from the sources and load-balance the load to the targets. If you are implementing SG1000 appliances, bare metal, or virtual machines (VMs), make sure that there is adequate networking, hardware, or virtualization infrastructure.

For configurations of primary local performance tiers with the auto or all tiering policies, use a StorageGRID HA group of at least two nodes.

For configurations of primary local performance tiers with the snapshot-only tiering policy or non-primary local performance tiers (for example, disaster recovery locations or NetApp SnapMirror® destinations), you can use a single-node load balancer configuration.

6.4 Load Balancer Performance

The FabricPool workload typically consists of 4MB PUT operations and range reads of 4KB to 256KB. A single SG1000 load balancer has the throughput to support many ONTAP clusters.

6.5 Load Balancer QoS

FabricPool might not be the only workload you want to configure for use of the StorageGRID load balancers. To help a workload get most of the bandwidth, the load balancers can provide Layer 7 quality of service (QoS) based on IP. You can configure this setting through the grid management API.

For configurations of primary local performance tiers with the auto or all tiering policy, provide a QoS configuration that limits other workloads so that FabricPool workloads have the majority of bandwidth.

For configurations of primary local performance tiers with the snapshot-only tiering policy, or non-primary local performance tiers (for example, disaster recovery locations or SnapMirror destinations), prioritizing other primary workloads can be beneficial.

7 Example StorageGRID 11.3 Deployments

7.1 Example 1: Auto Tiering Policy

If FabricPool cloud tier data sent to the capacity tier requires specific performance objectives, NetApp recommends a StorageGRID configuration based on the StorageGRID SG6060 appliance for improved read performance and the SG1000 appliance for highly available load balancing.

- Two SG1000 services appliances (a load balancer and an admin node configured with virtual IP)
• Six SG6060 StorageGRID appliances (storage node)
• Single-site, two-copy replication

7.2 Example 2: All Tiering Policy

In other cases, the FabricPool cloud tier data sent to the capacity tier might have low SLAs. For example, SnapMirror backups are governed by the required recovery time objective (RTO) and (RPO), which can be met by the more cost-efficient SG5700-series StorageGRID appliance:

• Two VM gateway nodes with virtual IP
• One VM admin node
• Six SG5760 StorageGRID appliances (storage node)
• Single-site 4+1 erasure coding

Where to Find Additional Information

To learn more about the information that is described in this document, review the following documents and/or websites:

• StorageGRID Documentation Resources page
• StorageGRID 11.3 Documentation Center
  https://docs.netapp.com/sgws-113/index.jsp
• NetApp Product Documentation
  https://docs.netapp.com
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