Abstract

This document describes the steps required to configure Veeam to use NetApp® StorageGRID® as an object storage target. It also explains the Veeam backup procedure in detail, including configuring various settings.
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1 Introduction

Archiving backups is one of the many workloads that can take advantage of the NetApp StorageGRID object storage solution. Veeam uses StorageGRID as secondary storage to enable the Veeam scale-out backup repository (SOBR). Backup data is first moved into primary storage configured by the user. It is then offloaded from primary storage into object storage (or, in Veeam terminology, the capacity tier). Veeam collects data and transfers it to the Netapp StorageGRID repository by running a background activity called SOBR offload, which is executed every 4 hours. The default behavior is to move data that is 30 days old.

The backup and replication software uses a logical grouping of several backup repositories, called a scale-out backup repository. This logical grouping is used to create a pool of storage devices to offload data from primary storage into object storage (Figure 1).

Figure 1) Overview of Veeam backup procedure (source).

2 Prerequisites

The following list of prerequisites is needed to configure Veeam with StorageGRID:

- StorageGRID 11.1.1.3 or later
  - Configuration: For the SSL certificate, make sure that an object-storage API service-endpoints server certificate is installed. A self-signed SSL is adequate.
  - DNS-configured hostname for S3 endpoint
  - S3 tenant with credentials
  - A bucket configured to store the backed-up data
- Veeam 9.5.4.2399
3 Veeam Configuration

To configure the Veeam application, complete the following steps:

1. Launch the Veeam application. In the left panel, click Backup Infrastructure and select Backup Repositories.

2. Click Add Repository and select Object Storage to set up your object storage account.
3. In the resulting window, select S3 Compatible.
4. Enter a name for your object storage repository. In this example, it is named StorageGrid. Click Next.

5. Provide the service endpoint, the region, and the credentials used for the tenant account. The endpoint must be a host name that can be resolved by DNS and configured with an SSL certificate, as noted in section 2, “Prerequisites.” Click Next.
6. Enter the name of the bucket previously created in the StorageGRID Tenant Manager UI or other S3 client.

7. Still in the Bucket window, click Browse and create a folder within the bucket.
8. Your object storage account is now set up. Click Next to open a summary window showing the details of your account.

9. Navigate to Scale-Out Repositories and click to add a scale-out repository. Here you combine performance tier and capacity tier. In the prompt window, enter a name for your scale-out repository.
10. Add primary storage, which is used to store the data temporarily before it is moved to object storage. If you need help in setting up a direct storage repository, see the Veeam Backup Repository Setup Guide.

11. Select the scale-out repository that you created earlier as your capacity tier.
Veeam allows you to move the oldest backup files sooner if the backup repository is reaching capacity.

**Note:** After the backup chains are created and stored on the performance tier (SOBR’s standard, non-object extents), they become a subject for tiering conditions, based on the configured policy of the capacity tier.

### 4 Tiering Conditions

The capacity tier employs the automated Offload Job process to handle the validation, verification, and transfer of data to object storage. The Veeam Offload Job process includes the following tasks:

- Verifying the eligibility of the backup chain to be processed and offloaded to the capacity tier (policy-based). Only “sealed” chains are subject to the offload operations.
- Collecting verified backup chains from the extent of each SOBR and sending them directly or through the designated gateway service to StorageGRID.
• Logging session results for further access and review upon request at History > System > ‘<Name of SOBR Target> Offload’.

4.1 Sealed Backup Chains

The concept of “sealed” backup chains is simple, but it is fundamental to the successful use of capacity tier functionality in your environment. Sealed backup chains are backup chains that do not have any ongoing active operations toward them and have no scheduled operations that might require modification of the backup chain’s files.

Veeam backup and replication allows the following types of jobs to be configured with SOBR as the target repository:

• Backup jobs (forever forward incremental, forward incremental, and reverse incremental)
• Backup copy jobs (simple or GFS-enabled)
• Backup jobs created by Veeam Agent for Linux 2.0 or later
• Backup jobs created by Veeam Agent for Microsoft Windows 2.0 or later

Inherently, these backup job types are subject to the capacity tier offload operations based on the policy configured, except for the following:

• Backup. Forever forward incremental
• Backup copy. Simple (without GFS policy configured)

4.2 Backup Job Options

Configuration settings chosen for the backup job using SOBR with the capacity tier as the target define the type of backup chain as it gets stored in the scale-out backup repository and is further processed by the capacity tier’s Offload Job process.

In addition to the type of backup chain configured, the Storage Optimization and Compression settings define the block size for the backup data. The block size in turn defines the number of blocks consumed on the object storage as the backup chains are offloaded to the capacity tier (Figure 2).
4.3 Backup Job Options

Sealing of backup chains directly depends on the type of the selected backup mode.

Forward Incremental

The main difference between forever forward incremental, which is not eligible for capacity tier offload operations because it is an “active” backup chain, and forward incremental is the creation of a periodic full or synthetic full backup (Figure 3).
The creation of full and synthetic backups allows the preceding backups and their respectively dependent restore points (incremental backups) to become “sealed” (Figure 4).

The inactive backup chain is considered sealed, and it can be further validated by the Offload Job engine for eligibility to be moved to the capacity tier.
The next time that synthetic full and active full files are successfully created (.vbk), Veeam software seals the previous chain.

**Reverse Incremental**

Using this backup type ensures that the changes retrieved through incremental backups are injected into the full backup file.

The latest full backup (.vbk) and the first two dependent incremental backups (.vib) are considered active, while all older incremental files are considered inactive and can be offloaded (Figure 5).

**Figure 5** Inactive backup chain available to be offloaded.

![Inactive backup chain](image)

---

**Backup Copy Jobs**

Backup copy jobs with configured retention policies are validated for backup chain activity status based on a simple logic. Only full backup files created as a part of a retention policy can be offloaded to the capacity tier (weekly, monthly, quarterly, or yearly backups).

In Figure 6, the Backup Copy Job retention policy is configured to store four weekly backups, which are subject to offload operations to the capacity tier.
Veeam Agent Jobs

Backup jobs or backup copy jobs sourced from Veeam Agent for Windows or Veeam Agent for Linux are subject to the same policies as those applied to VM backup jobs or VM backup copy jobs.

5 Tiering Operation

5.1 Data Tiering

Tiering operations can be executed automatically (every 4 hours), or they can be performed manually. The automated operation cannot be disabled.

Manual Offload Operations

Manually initiated offload operations are primarily used to run offload jobs to the capacity tier instead of waiting for the next scheduled automated run. This feature comes handy in scenarios like these:

- The performance tier is getting low on space and an expedited offload operation is desired for the data stored on the performance tier backup chains.
- There is a modified (reduced) restore operational window (the age of backup chains before they are eligible for offloading to the capacity tier).
Figure 7 shows how to initiate a manual offload operation. Select an inactive backup chain from the Backup Properties window.

Figure 7) Manual offload operation.
Data Transfer Considerations

To optimize network traffic flow when working with the capacity tier during the configuration of the StorageGRID object storage repository, NetApp recommends retaining the default settings for the gateway server. You should also make sure that all extents of the scale-out backup repository that are configured with the capacity tier have direct internet access.

If your organization uses NAT or different types of firewalls and access to the internet is limited, NetApp recommends specifying a gateway server in the configuration for the object storage repository.

Metadata and Indexes

Metadata files are maintained for each backup file; they contain information about the structure of the files.

The Offload Job process identifies any inactive backup chains that are subject to transfer to the capacity tier. During the data transfer process, metadata is copied along with the backup chain files to the capacity tier. The “dehydrated” files with metadata information about the offloaded backup chain files are also stored on the performance tier (Figure 8).

Figure 8) Overview of Veeam backup procedure tiering to object storage

The system maintains a copy of metadata at both locations. Therefore, it can perform operations like synchronizing backup chains between the SOBR extents and the capacity tier, restoring data back to production systems, and downloading data back to the performance tier. Additionally, metadata files serve as the source of information for indexes created during each offload operation.

Indexes serve the purpose of delivering an optimized solution for data transfer operations. Storing hash information about offloaded blocks and maintaining it for each backup chain ensures that any blocks already transferred to the capacity tier won’t be transferred again. This arrangement delivers a balance between cost and efficiency for the whole system.

Index files are stored in the ArchivelIndex directory on the source extents from which the data was offloaded. Figure 9 shows the folder structure and Table 1 lists and describes the kinds of indexes.
Figure 9) ArchivelIndex directory folder structure.

![ArchivelIndex directory folder structure](image)

Table 1) Types of indexes.

<table>
<thead>
<tr>
<th>Index</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ArchiveIndex</td>
<td>The root directory for keeping indexes. This directory is created in the repository of an extent.</td>
</tr>
<tr>
<td>&lt;backup_id&gt;</td>
<td>Contains objects in a backup file.</td>
</tr>
<tr>
<td>&lt;objects_in_backup_id&gt;</td>
<td>An identifier of an object in a backup file. If a backup was created using the Per-VM method, each VM is placed in its own directory. If a backup was created as single storage, all the VMs are placed in a single directory.</td>
</tr>
<tr>
<td>stg_index</td>
<td>Contains actual indexes of the offloaded backup files (.vbk, .vib, or .vrb).</td>
</tr>
<tr>
<td>index_data.vbk</td>
<td>Contains meta information about hash values stored in index files.</td>
</tr>
</tbody>
</table>

Indexes are modified whenever changes are made to the backup chain, and the hash table, consecutively, also needs to be updated. When an index file is rebuilt, the scale-out repository rescan operation initiates the process (Table 1).

**Capacity Tier with Existent Backups**

Due to the efficiency of storing indexes and metadata on the performance and capacity tiers, the system prompts to initiate a synchronization process if you add an object repository with backup data already stored on it.
During the synchronization process, Veeam downloads backup files with metadata located in the object storage repository to the extents that are part of a scale-out backup repository that is being added. The placement of the downloaded files is automated and based on resource availability. Disk space availability is the primary metric used during the automated resource-availability placement process.

**Source-Side Deduplication**

The availability of metadata and index files allows the blocks of data to be offloaded to the capacity tier only once. If the block has already been transferred to the capacity tier and logged in the index file, the block is not transferred again. This reduces the amount of traffic required for the operations and also reduces general disk space consumption on the StorageGRID bucket.

For example, in a per-VM backup chain consisting of two full and three incremental backups, the incremental backups depend on a single full backup and are considered to be a sealed backup chain. In other words, the creation of the highlighted full backup allowed the previous chain to become inactive (Figure 11)
The creation of another full backup effectively seals the previous full backup still residing on the performance tier. The scheduled Offload Job process transfers data to the capacity tier. It also now applies source-side optimizations for data transfers and transfers only the blocks not found on the capacity tier for this backup chain (Figure 12).

By using metadata and index file information about blocks of transferred data and where they exist, the system recognized only 59.4MB of new blocks to be transferred to the capacity tier. That's because the
majority of 21.6GB of the full backup blocks were already present for this backup chain in the object storage repository.

**Intelligent Block Recovery**

Based on the availability of metadata files at source extents and the capacity tier, the intelligent block retrieval procedure is applied during the recovery operation. If blocks of data requested are also present on the performance tier, they do not need to be retrieved from the capacity tier to complete the requested operations. Also, the blocks not present on the performance tier are retrieved from object storage.

Not only is this functionality cost and resource effective, it also expedites operations like instant VM recovery, for which the location of blocks of data directly affects the overall speed of recovery.

### 6 Troubleshooting

#### 6.1 Switching to Maintenance Mode

If you need to perform service actions on an extent (for example, to upgrade it or install a patch on it), you can put an extent of the scale-out backup repository in Maintenance mode. You must also put the extent in Maintenance mode before you evacuate backups from this extent.

To put an extent in Maintenance mode, complete the following steps:

1. Open the Backup Infrastructure view.
2. In the inventory pane under Scale-out Repositories, select a scale-out backup repository.
3. In the working area, select the extent and click Maintenance Mode in the ribbon, or right-click the extent and select Maintenance Mode.

To bring the extent back to the normal operational mode, select the extent and click Maintenance Mode in the ribbon, or right-click it and select Maintenance Mode (Figure 13).
6.2 Evacuating Backups from Extents

To remove an extent from the scale-out backup repository, you must first evacuate backups from the extent. When you evacuate backups, Veeam Backup & Replication moves backup files from the extent to other extents that belong to the same scale-out backup repository.

You must put the extent in Maintenance mode before you evacuate backups from it. For more information, see Switching to Maintenance Mode in the Veeam Help Center.

To evacuate backup files from the extent, follow these steps.

1. [Recommended] Stop and disable jobs that are targeted at the extent from which you plan to evacuate backups.
2. Open the Backup Infrastructure view.
3. In the inventory pane under Scale-out Repositories, select a scale-out backup repository.
4. In the working area, select the extent and click Evacuate Backups on the ribbon, or right-click the extent and select Evacuate Backups.
5. If you have disabled jobs, reenable them.

After you evacuate backups, you can remove the extent from the scale-out backup repository. For more information on this process, see Removing Extents from Scale-Out Repositories in the Veeam Help Center (Figure 14)
Where to Find Additional Information

To learn more about the information that is described in this document, review the following documents and/or websites:

- NetApp StorageGRID as Veeam Cloud Tier
- NetApp Product Documentation
  [https://docs.netapp.com](https://docs.netapp.com)
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