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1 Introduction

This document describes the steps that you must follow for the Mellanox SN2010 Ethernet switches before you configure networking for the NetApp® HCI system. This information includes network cabling, network switch configuration, and other network resources for the Mellanox SN2010 switch. This document assumes that:

- You have completed the NetApp HCI prerequisites checklist.
- You have racked all NetApp HCI chassis and installed all NetApp HCI nodes.
- You have not yet deployed the NetApp HCI system software by using the NetApp Deployment Engine (NDE).
- You have racked the Mellanox SN2010 switches and have the NetApp HCI Mellanox networking kit cables.

For information about system prerequisites or about your NetApp system in general, see NetApp Documentation: Product Library NetApp Documentation: Product A-Z.

For more information about Mellanox Ethernet switches, see Mellanox Scale-Out SN2000 Ethernet Switch Series. This webpage includes links to the SN2010 information and documentation.

2 NetApp HCI Hardware

The NetApp HCI system comes in a 2U chassis that contains up to four independent nodes. In a single chassis, you can install the compute nodes and the storage nodes in any order.

The smallest configuration includes two chassis that contain the following components:

- Two compute nodes
- Four storage nodes

The two-compute-node and four-storage-node NetApp HCI system is the primary focus of this document. Other configuration cabling diagrams are referenced in this document as. See Setting Up and Using NetApp HCI 1.4 for more information.

2.1 Node and Chassis Layout

You can load compute nodes into any available slot in the NetApp HCI chassis. Storage nodes require access to the hot-swappable 2.5-inch solid-state drives (SSDs) in the front of the chassis. Because of this restriction, you must place a storage node in a chassis slot that corresponds to its available drives.

The SSDs for the storage nodes are arranged in groups of six across the front of the enclosure. Each storage node has a fixed set of six SSDs connected to it. For example, in Figure 1, the drives for node A are labeled A0 to A5, the drives for node B are labeled B0 to B5, and so on.

The mapping of nodes to drives is fixed. If you move a node from one slot to another, you must also move the corresponding drives in the front of the chassis.

Figure 1) NetApp HCI chassis.
2.2 Node Types

NetApp HCI is available with a range of configuration options for both compute and storage. A minimum starting configuration must have four storage nodes and two compute nodes.

Compute and Storage Nodes

Compute and Storage nodes are available in multiple configurations. You can mix and match compute node sizes as you need to in the NetApp HCI system. Table 1 and Table 2 describes the networking specifications for example configurations (additional configurations for other node models are similar).

Table 1) Networking specifications for compute nodes.

<table>
<thead>
<tr>
<th>Compute Nodes</th>
<th>H300E (Small)</th>
<th>H500E (Medium)</th>
<th>H700E (Large)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base networking</td>
<td>4 x 10/25GbE (SFP28) 2 x 1GbE (RJ-45)</td>
<td>4 x 10/25GbE (SFP28) 2 x 1GbE (RJ-45)</td>
<td>4 x 10/25GbE (SFP28) 2 x 1GbE (RJ-45)</td>
</tr>
</tbody>
</table>

Table 2) Networking specifications for storage nodes

<table>
<thead>
<tr>
<th>Storage Nodes</th>
<th>H300S (Small)</th>
<th>H500S (Medium)</th>
<th>H700S (Large)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base networking</td>
<td>4 x 10/25GbE (SFP28) 2 x 1GbE (RJ-45)</td>
<td>4 x 10/25GbE (SFP28) 2 x 1GbE (RJ-45)</td>
<td>4 x 10/25GbE (SFP28) 2 x 1GbE (RJ-45)</td>
</tr>
</tbody>
</table>

Detailed Physical NIC Layout

Figure 2 shows the physical ports for the compute nodes.

Figure 2) Compute node physical ports
Figure 3 shows the physical ports for the storage nodes.

Figure 3) Storage nodes physical ports

3 Information About NetApp HCI Physical Ports

It is important to plan for the proper deployment of ports on the Mellanox SN2010 network switches. Two high-availability (HA) cabling configurations are available: one with six cables and one with two cables, known as the flex cabling option, for easier installation and configuration.

The six-cable solution requires four ports per storage node (two 1GbE and two 10/25GbE) and six ports per compute node (two 1GbE and four 10/25GbE).

The two-cable flex cabling option requires four ports per storage node (two 1GbE and two 10/25GbE) and two ports per compute node (two 10/25GbE).

NetApp highly recommends that you connect the included out-of-band management (IPMI) ports, but this step is not required.

For the purposes of this document, the two-cable option is shown for the NetApp Mellanox switch kit.

For example, two compute nodes and four storage nodes require the following number of ports:

- By node type:
  - Two compute nodes require four 10/25GbE ports.
  - Four storage nodes require eight 1GbE and eight 10/25GbE ports.
- By interface type:
  - 1GbE: 8 ports total (plus 6 ports for IPMI)
  - 10/25GbE: 12 ports total

Figure 2 and Figure 3 shows the ports for the compute and storage nodes.

3.1 Flex cabling option for Compute Nodes (Two-Cable)

NetApp HCI 1.4 and later versions support the flex cabling option, which gives you the option of configuring the NetApp HCI compute nodes with two cables. When you deploy your system with two cables, only ports D and E are configured by NDE. See Figure 4. All traffic types are on these two ports (management, vMotion, iSCSI, and VM Network traffic). In this case, VLANs are used to separate traffic types.

The Two-Cable configuration leads to three possible deployment scenarios when you run NDE:

- Connect and deploy with two cables (ports D and E).
- Connect and deploy with six cables (ports A–F).
- Connect six cables and deploy with two cables (ports D and E).
Storage nodes require four cables to be connected and configured during deployment.

**Figure 4) Two-cable compute option.**

10/25GbE ports: All traffic.

The 2-cable option provides shared management with ports for VMs and storage (2 x 10/25GbE). The 2-cable option uses a vSphere Distributed Switch (VDS).

---

### 3.2 Connect and Deploy with Six Cables (Optional)

Choose this option when you want the best possible performance from your NetApp HCI deployment with the maximum number of options for separating different traffic types.

**Note:** The six-cable option requires more cables than come with the NetApp HCI Mellanox network kit cables. You can order additional cables with the “Build My Own Networking Kit” option on the order form.

**Note:** Some networking schemes other than the two-cable compute option requiring additional cable types and lengths are also orderable with the “Build my own Networking kit” option in the NetApp HCI Mellanox switch kit order form.

This option requires all network ports to be cabled. The six-cable option gives you dedicated ports for management (two 1/10GbE), for VMs (two 10/25GbE), and for storage (two 10/25GbE). See Figure 5. Deployment with VMware vSphere Standard Switches (VSS) is the default virtual switch type, and the vSphere Distributed Switch (VDS) is optional. To take advantage of the VDS option, you need a VMware Enterprise Plus license.

**Figure 5) Six-cable compute option.**

10/25GbE storage ports

The 6-cable option provides shared management with ports for VMs and storage (2 x 10/25GbE). The 6-cable option uses VSS. The VDS is optional.

1/10GbE management ports

10/25GbE VM ports
3.3 Connect Six Cables and Deploy with Two Cables

Choose this option when you want to leave ports A, B, C, and F unconfigured by NDE. This option consolidates the NDE managed port groups and traffic types to ports D and E. See Figure 6. This approach is beneficial for installations in which some network resources must be physically separated from the management and data plane of the core infrastructure. Some possible use cases are a network DMZ or VMware NSX deployments. This option requires a VMware Enterprise Plus license. Figure 6 only shows the two cables used for deployment.

For more information about the NetApp HCI setup and the different cabling options, see Setting Up and Using NetApp HCI 1.4, and see the “Requirements for NetApp HCI Deployment” section for network cable requirements.

3.4 Networking

During deployment of a NetApp HCI system, the NDE installs and configures multiple components. It therefore requires a properly configured and well-functioning network. In general, the network needs to support the following configuration:

- A maximum transmission unit (MTU) of 9000 on all 10/25GbE ports.
- Separate virtual LANs (VLANs) for management and iSCSI (single VLAN deployments are not supported).
- All host ports should have a spanning tree configured to enter a forwarding state immediately (PortFast).

Table 4 describes the basic requirements for the network ports of each node type.

<table>
<thead>
<tr>
<th>Node Type</th>
<th>Interface</th>
<th>Requirements</th>
</tr>
</thead>
</table>
| Storage node | Bond1G—Management Ports A, B | • Ping all other Bond1G devices  
• Dedicated management VLAN  
• Spanning tree edge port |
|              | Bond10G—iSCSI Ports C, D | • Ping all other Bond10G devices  
• MTU set to 9000 (no fragmentation)  
• Dedicated iSCSI VLAN  
• Spanning tree edge port  
• Link Aggregation Control Protocol ([LACP] recommended but optional) |
4 Switch Information

Note:

- For the purposes of this document, we cover only the cabling and the basic setup of Mellanox SN2010 switches to help you prepare the NetApp HCI system environment for the Network Deployment Engine (NDE) process. During deployment of a NetApp HCI system, the NDE installs and configures multiple components, including integration with VMware. Therefore, it requires a properly configured and well-functioning network. For more detailed information about network setup for the NetApp HCI system, Setting Up and Using NetApp HCI 1.4.

- To correctly deploy your NetApp HCI system, you need the following network infrastructure:
  - A 1GbE infrastructure for management traffic
  - A 10/25GbE infrastructure for vMotion, VM, and storage traffic

Figure 7 shows the port types that are available on the Mellanox SN2010 switch, and Figure 8 shows the port numbering.

Figure 7) Mellanox SN2010 port types overview.
4.1 Deploying the Mellanox SN2010 Switch

NetApp HCI servers and nodes must be available on the network so that they can be discovered by NDE during the deployment process.

- NDE 1.3 and higher includes the ZeroConf feature that autoconfigures a private non-routable network on Bond10G interfaces. These private IPs are used to set up a temporary network for NDE to use for initial configuration. This eliminates the need to assign temporary routable IP addresses before starting the NDE. See the document NetApp Theory of Operations WP-7261 for details on ZeroConf.

ZeroConf requires a single routable IP address to be assigned to one of the storage nodes. This IP address is used to drive the NDE. During deployment, the permanent IP addresses are applied to all nodes in the system.

“NetApp H-Series Installation and Setup Instructions” (NetApp H-Series ISI) outlines the steps that you must take to manually assign IP addresses to each interface. This document is provided in the product box and is also available from NetApp Documentation: Product Library A–Z.

The next step is to deploy the NetApp HCI system by using NDE. See the “NetApp HCI Deployment Guide,” also available from NetApp Documentation: Product Library A–Z.

5 Mellanox SN2010 Switch Kit Components and Cabling Diagrams

Table 5 lists the cables in the Mellanox switch kit.

Table 5) Mellanox SN2010 kit and cables.

<table>
<thead>
<tr>
<th>Marketing Part No.</th>
<th>Mfg. Part No.</th>
<th>Description</th>
<th>Mfg Part Number</th>
<th>Qty</th>
<th>Vendor</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSN2010-C2BF</td>
<td>111-04471</td>
<td>Switch, SN20210</td>
<td>MSN2010-CB2F_C21</td>
<td>2</td>
<td>Mellanox</td>
</tr>
<tr>
<td></td>
<td>111-04473</td>
<td>Holocron Cable pack</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>X6584-R6</td>
<td>112-00290</td>
<td>1Gb cable, RJ45, 1m</td>
<td>797380093</td>
<td>8</td>
<td>Molex</td>
</tr>
<tr>
<td>MCP2M00-A001E30N</td>
<td>112-00620</td>
<td>25Gb Cable, SFP28, 1m</td>
<td>MCP2M00-A001E30N</td>
<td>16</td>
<td>Mellanox</td>
</tr>
<tr>
<td>MCP1600-C00AE30N</td>
<td>112-00622</td>
<td>100Gb cable, QSFP28, 0.5m</td>
<td>MCP1600-C00AE30N</td>
<td>2</td>
<td>Mellanox</td>
</tr>
<tr>
<td>MC3208411-T</td>
<td>332-00484</td>
<td>SFP/RJ45 Transceiver</td>
<td>MC3208411-T</td>
<td>8</td>
<td>Mellanox</td>
</tr>
</tbody>
</table>

The Mellanox kit also has additional cables that you can order, as listed in Table 6. These cables give you additional capabilities to configure the NetApp HCI system and Mellanox SN2010 switches in your environment.
Table 6) Additional cables that you can order.

<table>
<thead>
<tr>
<th>Marketing Part No.</th>
<th>Mfg. Part No.</th>
<th>Description</th>
<th>Mfg Part Number</th>
<th>Qty</th>
<th>Vendor</th>
</tr>
</thead>
<tbody>
<tr>
<td>X6585-R6</td>
<td>112-00291</td>
<td>1Gb cable, RJ45, 3m</td>
<td>797380094</td>
<td>1</td>
<td>Molex</td>
</tr>
<tr>
<td>MCP2M00-A003E30L</td>
<td>112-00621</td>
<td>25Gb Cable, SFP28, 3m</td>
<td>MCP2M00-A003E30L</td>
<td>1</td>
<td>Mellanox</td>
</tr>
<tr>
<td>MCP1600-C001E30N</td>
<td>112-00623</td>
<td>100Gb cable, QSFP28, 1m</td>
<td>MCP1600-C001E30N</td>
<td>1</td>
<td>Mellanox</td>
</tr>
<tr>
<td>MCP1600-C003E30L</td>
<td>112-00624</td>
<td>100Gb cable, QSFP28, 3m</td>
<td>MCP1600-C003E30L</td>
<td>1</td>
<td>Mellanox</td>
</tr>
<tr>
<td>MCP7F00-A01AR30N</td>
<td>112-00625</td>
<td>100Gb to 4x25Gb cable, 1.5m</td>
<td>MCP7F00-A01AR30N</td>
<td>1</td>
<td>Mellanox</td>
</tr>
<tr>
<td>MCP7F00-A003R30L</td>
<td>112-00626</td>
<td>100Gb to 4x25Gb cable, 3m</td>
<td>MCP7F00-A003R30L</td>
<td>1</td>
<td>Mellanox</td>
</tr>
</tbody>
</table>

The switch topology that is outlined in Figures 10 through provides a robust configuration and resiliency for the NetApp HCI system. These figures show the cabling diagrams for a compute node and storage node configuration that uses two chassis. The different colors for the ports and for the cables match for a typical cabling scheme.

In Figure 9 the cables that come with the NetApp HCI Mellanox switch kit are enough for a two-compute node and four-storage node configuration, and up to a four-compute node and four-storage node configuration.

Figure 9) Kit cables.
Figure 10) Two-cable setup: two compute nodes and four storage nodes.

Two Compute Nodes x Four Storage Nodes - Two Cable Configuration
Figure 11) Two-cable setup: three compute nodes and four storage nodes

Three Compute Nodes x Four Storage Nodes – Two-Cable Configuration
Table 7 is an example of a typical VLAN implementation. All VLANs should be tagged, except for the management VLAN. For more information about a two-cable compute node setup, see Setting Up and Using NetApp HCI 1.4, Configuration option A: Two cables for compute nodes.

Table 4) VLAN example used in this document.

<table>
<thead>
<tr>
<th>Desired networks, example</th>
<th>VLAN</th>
<th>Switch Port Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCI Management</td>
<td>100</td>
<td>Native</td>
</tr>
<tr>
<td>HCI iSCSI Storage</td>
<td>101</td>
<td>Tagged</td>
</tr>
<tr>
<td>HCI vMotion</td>
<td>102</td>
<td>Tagged</td>
</tr>
<tr>
<td>HCI VM_Network</td>
<td>103</td>
<td>Tagged</td>
</tr>
</tbody>
</table>

### 5.1 Sample Two-Cable Compute Node Configuration

To set up this Mellanox switch configuration:

**Note:** You must modify both switches.

1. Access the Mellanox switches. For instructions on how to connect and to configure the switches for the first time, see the Mellanox MLNX-OS User Manual for Ethernet.
2. Set up an Ethernet connection between the switch and a local network machine by using a standard RJ-45 connector.

When you have input general configuration information and have named, saved, and enabled the configuration, the switchports are ready to be configured for the cabling diagram for NetApp HCI.

**Note:** Important: Do not modify both switches at the same time. Wait for switch A to come up completely before you modify switch B.

The console output in Figure 13 is a sample of the configuration CLI commands to run and to deploy on the Mellanox SN2010 switches for a (two-cable compute) NetApp HCI cabling configuration.

**Note:** Shown in this example are hybrid ports with all VLANs accessible on all ports. Using access ports for management and normal trunk ports for the 10GbE interfaces with VLAN allowed lists are also supported.

**Note:** In this example, switchport 18 on both switch A and switch B is used for an uplink to another switch.

**Figure 13** Example CLI commands for switch A.

```
#Example 2 cabling for Mellanox SN2010 for NetApp HCI 2x4 config for switch A
#Configuration steps are in order they should be entered

#Enable Services
  protocol mlag
  lacp
  lldp
  ip routing vrf default
dcb priority-flow-control enable force

#Configure VLANs
  vlan 100-103
  exit
  vlan 100 name "HCI Management"
  vlan 101 name "HCI iSCSI Storage"
  vlan 102 name "HCI vMotion"
  vlan 103 name "HCI VM_Network"

#Configure IPL
  interface port-channel 100
description IPL
  exit
  interface ethernet 1/20 channel-group 100 mode active
  interface ethernet 1/20 description ISL-SWB_01
  interface ethernet 1/22 channel-group 100 mode active
  interface ethernet 1/22 description ISL-SWB_02
  vlan 4000
  exit
  interface port-channel 100 ipl 1
  interface port-channel 100 dcb priority-flow-control mode on force
  interface vlan 4000
  #IPL Ip should *not* be in the management network
  ip address 10.0.0.1 255.255.255.0
  ipl 1 peer-address 10.0.0.2
  exit

#Configure MLAG VIP
#Both MLAG name and ip need to be unique
#MLAG IP *should* be in the management network
  mlag-vip MLAG-VIP-01 mtu 9216
  mlag system-mac 00:00:5E:00:AA:01
  no mlag shutdown

#Configure Uplink
  interface mlag-port-channel 101
description Uplink UPLINK-SWITCH port 39
  exit
  interface ethernet 1/18 description Uplink to UPLINK-SWITCH E1/39
  interface ethernet 1/18 speed 10000
  interface mlag-port-channel 101 mtu 9216 force
  interface ethernet 1/18 mlag-channel-group 101 mode active
  interface mlag-port-channel 101 switchport mode hybrid
```
Configure Management Ports (only for storage nodes)

- `interface ethernet 1/1/1/4 spanning-tree bpdufilter enable`
- `interface ethernet 1/1/1/4 spanning-tree port type edge`
- `interface ethernet 1/1/1/4 spanning-tree bpduguard enable`
- `interface ethernet 1/1/1/4 speed 1000 force`
- `interface ethernet 1/1/1/4 switchport mode hybrid`
- `interface ethernet 1/1/1/4/01 description HCI-STG-01 eth2:portA`
- `interface ethernet 1/1/1/02 description HCI-STG-02 eth2:portA`
- `interface ethernet 1/1/1/03 description HCI-STG-03 eth2:portA`
- `interface ethernet 1/1/1/04 description HCI-STG-04 eth2:portA`
- `interface ethernet 1/1/1/01 switchport hybrid allowed-vlan all`
- `interface ethernet 1/1/1/02 switchport hybrid allowed-vlan all`
- `interface ethernet 1/1/1/03 switchport hybrid allowed-vlan all`
- `interface ethernet 1/1/1/04 switchport hybrid allowed-vlan all`
- `interface ethernet 1/1/1/01/01 switchport access vlan 100`
- `interface ethernet 1/1/1/02/01 switchport access vlan 100`
- `interface ethernet 1/1/1/03/01 switchport access vlan 100`
- `interface ethernet 1/1/1/04/01 switchport access vlan 100`

**Configure iSCSI Ports (storage nodes)**

- `interface ethernet 1/7-1/10 mtu 9126 force`
- `interface ethernet 1/7-1/10 spanning-tree bpdufilter enable`
- `interface ethernet 1/7-1/10 spanning-tree port type edge`
- `interface ethernet 1/7-1/10 spanning-tree bpduguard enable`
- `interface ethernet 1/7-1/10 switchport mode hybrid`
- `interface ethernet 1/7-1/10/01 description HCI-STG-01 eth0:portC`
- `interface ethernet 1/7-1/10/02 description HCI-STG-02 eth0:portC`
- `interface ethernet 1/7-1/10/03 description HCI-STG-03 eth0:portC`
- `interface ethernet 1/7-1/10/04 description HCI-STG-04 eth0:portC`
- `interface mlag-port-channel 201-204 no shutdown`
- `interface mlag-port-channel 201-204 mtu 9126 force`
- `interface mlag-port-channel 201-204 lACP-individual enable force`
- `interface ethernet 1/7-1/10 lACP port-priority 10`
- `interface ethernet 1/7-1/10 lACP rate fast`
- `interface ethernet 1/7-1/10 mlag-channel-group 201 mode active`
- `interface ethernet 1/8 mlag-channel-group 202 mode active`
- `interface ethernet 1/9 mlag-channel-group 203 mode active`
- `interface ethernet 1/10 mlag-channel-group 204 mode active`
- `interface mlag-port-channel 201-204 switchport mode hybrid`
- `interface mlag-port-channel 201 switchport hybrid allowed-vlan all`
- `interface mlag-port-channel 202 switchport hybrid allowed-vlan all`
- `interface mlag-port-channel 203 switchport hybrid allowed-vlan all`
- `interface mlag-port-channel 204 switchport hybrid allowed-vlan all`
- `interface mlag-port-channel 201-204 switchport access vlan 100`
- `interface mlag-port-channel 202 switchport access vlan 100`
- `interface mlag-port-channel 203 switchport access vlan 100`
- `interface mlag-port-channel 204 switchport access vlan 100`

**Configure data ports (compute nodes)**

- `interface ethernet 1/11-1/12 mtu 9126 force`
- `interface ethernet 1/11-1/12 spanning-tree bpdufilter enable`
- `interface ethernet 1/11-1/12 spanning-tree port type edge`
- `interface ethernet 1/11-1/12 spanning-tree bpduguard enable`
- `interface ethernet 1/11-1/12 switchport mode hybrid`
- `interface ethernet 1/11 description HCI-CMP-01 eth1:portD`
- `interface ethernet 1/12 description HCI-CMP-02 eth1:portD`
- `interface ethernet 1/11 switchport hybrid allowed-vlan all`
- `interface ethernet 1/12 switchport hybrid allowed-vlan all`
- `interface ethernet 1/11/01 switchport access vlan 150`
- `interface ethernet 1/12/01 switchport access vlan 150`

**Management Interface and DNS**

- `interface mgmt1 ip address 10.xxx.x.250`  
- `ip name-server 10.xxx.x.251`
- `hostname Project1_SWA`

**DHCP relay configuration**

- `ip dhcp relay instance 1 vrf default`
- `ip dhcp relay instance 1 vrf-auto-helper`
- `ip dhcp relay instance 1 address 10.xxx.xxx.9`
Both the A-side and the B-side switch in the cabling diagram need the same configuration to be deployed and enabled.

**Figure 14** Example CLI commands for switch B.

```plaintext
# Enable Services
protocol mlag
lacp
lldp
ip routing vrf default
dcb priority-flow-control enable force

# Configure VLANs
vlan 100-103
exit
vlan 100 name "HCI Management"
vlan 101 name "HCI iSCSI Storage"
vlan 102 name "HCI vMotion"
vlan 103 name "HCI VM_Network"

# Configure IPL
interface port-channel 100
description IPL
exit
interface ethernet 1/20 channel-group 100 mode active
interface ethernet 1/20 description ISL-SWA_01
interface ethernet 1/22 channel-group 100 mode active
interface ethernet 1/22 description ISL-SWA_02
vlan 4000
exit
interface port-channel 100 ip 1
test
interface port-channel 100 dcb priority-flow-control mode on force
interface vlan 4000
# IPL Ip should *not* be in the management network
ip address 10.0.0.2 255.255.255.0
ipl 1 peer-address 10.0.0.1
exit

# Configure MLAG VIP
#Both MLAG name and ip need to be unique
#MLAG IP *should* be in the management network
mlag-vip MLAG-VIP-DOM ip 10.xxx.xxx.174 /24 force
#mlag system mac can be any unicast MAC
mlag system-mac 00:00:5E:00:AA:01
no mlag shutdown

# Configure Uplink
interface mlag-port-channel 101
description Uplink UPLINK
exit
interface ethernet 1/18 description Uplink to UPLINK-SWITCH E1/39
interface ethernet 1/18 speed 10000 force
interface mlag-port-channel 101 mtu 9216 force
interface ethernet 1/18 mlag-channel-group 101 mode active
interface mlag-port-channel 101 switchport mode hybrid
interface mlag-port-channel 101 switchport hybrid allowed-vlan all
interface mlag-port-channel 101 no shutdown

# Configure Management Ports (only for storage nodes)
interface ethernet 1/1-1/4 spanning-tree bpdufilter enable
interface ethernet 1/1-1/4 spanning-tree port type edge
interface ethernet 1/1-1/4 spanning-tree bpduguard enable
interface ethernet 1/1-1/4 speed 1000 force
interface ethernet 1/1-1/4 switchport mode hybrid
interface ethernet 1/1 description HCI-STG-01 eth3:portB
interface ethernet 1/2 description HCI-STG-02 eth3:portB
interface ethernet 1/3 description HCI-STG-03 eth3:portB
interface ethernet 1/4 description HCI-STG-04 eth3:portB
interface ethernet 1/1 switchport hybrid allowed-vlan all
interface ethernet 1/2 switchport hybrid allowed-vlan all
interface ethernet 1/3 switchport hybrid allowed-vlan all
```
interface ethernet 1/4 switchport hybrid allowed-vlan all
interface ethernet 1/1 switchport access vlan 100
interface ethernet 1/2 switchport access vlan 100
interface ethernet 1/3 switchport access vlan 100
interface ethernet 1/4 switchport access vlan 100

Configure iSCSI Ports (storage nodes)
interface ethernet 1/7-1/10 mtu 9216 force
interface ethernet 1/7-1/10 spanning-tree bpduguard enable
interface ethernet 1/7-1/10 spanning-tree port type edge
interface ethernet 1/7-1/10 spanning-tree bpduguard enable
interface ethernet 1/7-1/10 switchport mode hybrid
interface ethernet 1/1 description HCI-STG-01 eth1:portD
interface ethernet 1/2 description HCI-STG-02 eth1:portD
interface ethernet 1/3 description HCI-STG-03 eth1:portD
interface ethernet 1/4 description HCI-STG-04 eth1:portD
interface mlag-port-channel 201-204
exit
interface mlag-port-channel 201-204 mtu 9216 force
interface mlag-port-channel 201-204 lacp-individual enable force
interface ethernet 1/7-1/10 lacp port-priority 10
interface ethernet 1/7-1/10 lacp rate fast
interface ethernet 1/7 mlag-channel-group 201 mode active
interface ethernet 1/8 mlag-channel-group 202 mode active
interface ethernet 1/9 mlag-channel-group 203 mode active
interface ethernet 1/10 mlag-channel-group 204 mode active
interface mlag-port-channel 201-204 switchport mode hybrid
interface mlag-port-channel 201 switchport hybrid allowed-vlan all
interface mlag-port-channel 202 switchport hybrid allowed-vlan all
interface mlag-port-channel 203 switchport hybrid allowed-vlan all
interface mlag-port-channel 204 switchport hybrid allowed-vlan all
interface mlag-port-channel 201 switchport access vlan 100
interface mlag-port-channel 202 switchport access vlan 100
interface mlag-port-channel 203 switchport access vlan 100
interface mlag-port-channel 204 switchport access vlan 100

Configure data ports (compute nodes)
interface ethernet 1/11-1/12 mtu 9216 force
interface ethernet 1/11-1/12 spanning-tree bpduguard enable
interface ethernet 1/11-1/12 spanning-tree port type edge
interface ethernet 1/11-1/12 spanning-tree bpduguard enable
interface ethernet 1/11-1/12 switchport mode hybrid
interface ethernet 1/11 description HCI-CMP-01 eth4:portE
interface ethernet 1/12 description HCI-CMP-02 eth4:portE
interface ethernet 1/11 switchport hybrid allowed-vlan all
interface ethernet 1/12 switchport hybrid allowed-vlan all
interface ethernet 1/11 switchport access vlan 100
interface ethernet 1/12 switchport access vlan 100

Management Interface and DNS
interface mgmt1 ip arp timeout 60
ip name-server 10.xxx.x.250
ip name-server 10.xxx.x.251
hostname Project1_SWB

DHCP relay configuration
ip dhcp relay instance 1 vrf default
ip dhcp relay instance 1 vrf-auto-helper
ip dhcp relay instance 1 address 10.xxx.xxx.9
ip dhcp relay instance 1 always-on

Figure 15 shows the cabling of Mellanox switch A and switch B for the preceding Mellanox configuration CLI commands.
6 Additional Information

This document provides general and overview information about setting up NetApp HCI with Mellanox SN2010 Ethernet switches. It also provides the VLAN information that you need before you run the NetApp Deployment Engine (NDE) for a completed system setup.

For more detailed information about how to set up the network for NetApp HCI before you run NDE and to learn more about the information that is described in this document, see the following:

- Setting Up and Using NetApp HCI 1.4
- NetApp Theory of Operations WP-7261
- NetApp HCI Documentation
- NetApp HCI Resources
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