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Abstract

The NetApp® E-Series E2800 hybrid storage system is optimal for wide-ranging storage
requirements such as video surveillance, enterprise backup targets, and remote office mixed
workloads. This report provides detailed system information including the new management
options with SANtricity Unified Manager and the new host interface options delivered with
SANItricity® 11.50.
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1 E2800 Storage Systems

NetApp E-Series E2800 storage systems address wide-ranging data storage requirements with balanced

performance that is equally adept at handling large sequential I/O for video, analytical, and backup

applications. It is also suited for handling small random 1/O requirements for small and medium-sized

enterprise mixed workloads. The E2800 brings together the following advantages:

91 Support for hybrid drive configurations

1 Host interface flexibility (SAS, FC, and iSCSI) including new 25Gb iSCSI and 32Gb FC interfaces

1 High reliability (up to 99.9999%)

1 Intuitive management. Simple administration for IT generalists, detailed drill-down for storage
specialists

1 The new SANTtricity Unified Manager central management interface provides time-saving features not
available with the legacy Storage Manager Enterprise Management Window (EMW)

Together, these features create an entry-level storage system with the flexibility and performance
capabilities to support enterprise workloads without sacrificing simplicity and efficiency. In addition, the
E2800st or age fally=dumdandl® paths, advanced protection features, and extensive
diagnostic capabilities deliver a high level of availability, data integrity, and security.

1.1 E2800 Primary Use Cases

The flexible host interface options and wide range of drive choices make E-Series E2800 storage
systems an optimal storage platform for enterprises that need powerful storage systems with easy growth
strategies at the lowest possible initial investment. E2800 storage systems can scale up for dedicated
workloads such as:

9 Business-critical backup environments for enterprises of any size

1 Video applications and video surveillance environments

1 Common IT applications such as Microsoft Exchange and SQL Server for small and medium
enterprises

i Efficient block storage for integrated appliances

1.2 E2800 System Options

As shown in Table 1, the E2800 is available in three shelf options, which support both HDDs and solid-
state drives (SSDs), to meet a wide range of performance and application requirements.

Table 1) E2800 controller shelf and drive shelf models.

Controller Shelf Model Drive Shelf Model Number of Drives per Type of Drives
Shelf

E2812 DE212C 12 3.5" NL-SAS drives
2.5" SAS SSDs

E2824 DE224C 24 2.5" SAS drives (HDDs
and SSDs)

E2860 DE460C 60 3.5" NL-SAS drives
2.5" SAS drives (HDDs
and SSDs)

Note: The E2812 supports a maximum of four shelves, which includes one controller drive shelf, and up
to three expansion drive shelves. E2824 uses the same shelf count, that is, 96 total drive slots (4
x 24-drive shelves). The E2860 supports up to two expansion drive shelves for a total of 180 drive
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slots. All shelf models can be mixed in the same storage array, but 180 total drive slots are the
maximum drive slot count supported with the E2800 array family.

The E2812 and E2824 shelf options support one (simplex configuration) or two controller canisters, while
the E2860 supports only two controller canisters. All shelves support dual power supplies and dual fan
units for redundancy. However, the 12- and 24-drive shelves have dual integrated power and fan
canisters, whereas the 60-drive shelf (DE460C) has separate dual power supplies and fan units. The
shelves are sized to hold 12 drives, 24 drives, or 60 drives, as shown in Figure 1.

Note: In a duplex configuration, both controllers must be identically configured.

Figure 1) E2800 shelf options (duplex configurations shown).

E2824 E2812
2U -24 drive shelf 2U -12 drive shelf
FC/iSCSI (SFP+) base host iSCSI (RJ-45) base host
interface shown interface shown

Front View

4 Front View
(open)

Rear View

Front View
E2860
4U -60 drive shelf
FC/ISCSI (SFP+) base -
host interface shown Eront View
(open)
= ‘ Rear View

Note: The DE460C 4-rack unit (RU) 60-drive shelf requires dual ~220VAC power sources to power
each shelf.

Each E2800 controller provides two Ethernet management ports for out-of-band management and has
two 12Gbps (x4 lanes) wide-port SAS drive expansion ports for redundant drive expansion paths. The
E2800 controllers also include two built-in host ports, either two optical 16Gb FC/10Gb iSCSI or two 10Gh
iISCSI Base-T ports. One of the host interface cards (HICs), listed in Table 2, can be installed in each
controller including the new 32Gb FC or 25Gb iSCSI options.

8 Introduction to NetApp E-Series E2800 Feature Overview with © 2018 NetApp, Inc. All rights reserved.
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Table 2) Controller options with associated HIC options.

Controller Type 2-Port / 4- 2-Port / 4-Port 4-Port 4-Port 25Gb | 2-Port 10Gb

Port 12Gb 16Gb FC/10Gb 32Gb FC iSCSI iISCSI (Base-T)
SAS HIC iISCSI HIC

E2800 w/ Optical Yes Yes Yes Yes Yes
Baseboard Ports

E2800 w/ Base-T Yes No No No Yes
Baseboard Ports

Note: A software feature pack can be applied in the field to change the host port protocol of the optical
baseboard ports and the optical HIC ports from FC to iSCSI or from iSCSI to FC. Mixed protocol
configurations are supported when the baseboard host ports are set for one protocol and the
expansion HIC ports are set for a different protocol.

For optical connections, appropriate SFPs must be ordered for a specific implementation. All E2800
optical connections use OM4 fiber cable. Consult the Hardware Universe for a full listing of available host
interface equipment. Figure 2 provides a close-up view of the E2800 onboard host interface options.

Figure 2) E2800 controller with onboard iSCSI Base-T ports and E2800 controller with optical base ports.
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Note: For 16Gh/8Ghb/4Gb FC or 10Gb iSCSI, use the unified SFP (X-48895-00-R6-C), but for 1Gb
iISCSI, you must use the 1Gb iSCSI SFP (X-48896-00-C).

For detailed instructions about changing the host protocol, go to the Upgrading > Hardware Upgrade
section at https://mysupport.netapp.com/eseries.
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2 SANtricity Management Features

NetApp E-Series and EF-Series arrays have a rock-solid reputation for reliability, availability, simplicity,
and security. The SANtricity 11.50 release builds on that legacy by adding a new central management
interface built on the existing NetApp SANtricity Web Services Proxy for new E2800/EF280 and
E5700/EF570 storage systems.

The new generation E-Series and EF-Series arrays running the latest OS are now common criteria
certified (NDcPP v2 certification) and are listed on the Canadian Communications Security Establishment
(CSE) site.

Deployment

The decisions about which components to install if you have purchased an E2800-based storage array
depend on how you answer the questions in Figure 3.

Figure 3) Decision tree to determine which SANtricity management components to install.

What type of
storage array do

E2800 or you have?

ESTD'D/
How do you

want to manage

| want to manage

| want to manage my

E2800s or E5700s as
single arrays

Use System Manager as
the embedded Ul for
single-array functions

your E2800 or

| want to use a
single view to

manage multiple
E2800s or E5700s

E2700, E5600, and
ES5700 arrays

Manage your domain
using these methods

Manage your domain
using these methods

/N /NN

Use System Manager launched
from Unified Manager for
most array functions

Use EMW based
script editor

Use EMW for multi-array
functions*®

Use EMW based
script editor

Use AMW launched from
EMW for single-array
functions

Note: If you are not using synchronous or asynchronous mirroring features, have only new-generation
E2800 or other new generation E-Series or EF-Series storage arrays, and you do not want to use
the SANTtricity script editor or SMcli, an alternative to installing the EMW or the Unified Manager to
manage multiple arrays is to simply bookmark each array in a web browser.

Single E2800 Storage Array

If you have only a single new array, are not using the synchronous or asynchronous mirroring features,
and do not require the CLI, then all configuration can be handled from SANtricity System Manager. Figure
4 illustrates this configuration.
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Figure 4) Managing a single E2800 with SANtricity System Manager.

E2860 preloaded with SANtricity 0511.50, the embedded
SANtricity System Manager, and on-board web services API

SANtricity System Manager
in a web browser

Multiple E2800 Storage Arrays

If you have one or more E2800 storage arrays, you can install the EMW or Unified Manager to manage
your overall environment and handle all storage array-based configuration through SANtricity System
Manager. To manage multiple arrays, you can launch SANTtricity System Manager from Unified Manager
or from the EMW, as shown in Figure 5.

Figure 5) Managing multiple E2800 systems with SANtricity Unified Manager or Storage Manager and

SANtricity System Manager.
SANtricity System Manager
ina web browser

Multiple new generation E2800

m and E5700 storage arrays

EMW

Script
editor

SMcli

Web services proxy

Management station with SANtricity
Web Services Proxy v3.0 and Unified
Manager or SANtricity Storage
Manager 11.50 for EMW

Mixed-Array Environment

For mixed-generation environments (that have older E2700 or E5600 arrays and new E5700 arrays), do
the following, as shown in Figure 6.

1 Use the SANtricity Storage Manager EMW to launch SANtricity System Manager for array-based
tasks on the E2800 storage arrays.

1 Use the AMW for array-based tasks on other E-Series storage arrays.
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Figure 6) Managing a mixed-array environment with SANtricity Storage Manager and System Manager.
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For a detailed description of installing and configuring the components you choose, see the appropriate
Express Guides for deployment instructions.

2.1 SANitricity Unified Manager

SANtricity Unified Manager is a web-based central management interface that replaces the legacy
SANtricity Storage Manager Enterprise Management Window (EMW) for managing the new-generation
E2800/EF280 and E5700/EF570 E-Series arrays. The Unified Manager GUI is bundled with the
SANtricity Web Services Proxy starting with version 3.0 and installs on a management server with IP
access to the managed arrays. Unified Manager can manage up to 500 arrays.

Although some features of the EMW, such as simultaneous upgrade of multiple arrays, are not supported
in the initial release of SANtricity Unified Manager, other time-saving features are added:

1 Supports Lightweight Directory Access Protocol (LDAP) and role-based access control (RBAC) just
like SANtricity System Manager. It includes a simplified certificate management workflow to manage
the Unified Manager or Web Services Proxy server certificates (truststore and keystore certificates).

1 Supports organizing arrays by groups that you can create, name, and arrange.

1 Supports importing common settings from one array to another, saving time from duplicating setup
steps for each array.

1 Supports synchronous and asynchronous mirroring for E2800/EF280 and E5700/EF570 arrays. You
need the EMW only if the initiator or target array is a legacy E2700, E5600/EF560, or earlier array
model.

Note: With Unified Manager, you must use the legacy SYMbol management interface to set up or
manage mirrored relationships, but once you create them, you can disable the SYMbol interface

12 Introduction to NetApp E-Series E2800 Feature Overview with © 2018 NetApp, Inc. All rights reserved.
SANtricity OS 11.50


https://mysupport.netapp.com/eseries

again. In an upcoming maintenance release, Unified Manager will fully support managing
mirroring through the more secure SSL interface.

The E-Series SANtricity Unified Manager or E-Series SANtricity Web Services Proxy is available on the

Net App Support svildackpage. Egherflisting takee youto the combined Web Services
Proxy with SANTtricity Unified Manager download page.

After the installation wizard completes, you can open Unified Manager, or you can directly access the
SANItricity Web Services Proxy as shown in Figure 7.

Figure 7) Final dialog box in the Web Services Proxy installation wizard.

; NetApp SANtricity Web Services Proxy — X ’

Install Complete

NetApp SANtricity YWWeb Services Proxy has been successfully

M NetApp installed to:

SANtricity ® C:AProgram Files\NetApplSANTtricity Web Services Proxy

Web Services Proxy
+ Unified Manager

SANtricity Unified Manager can be accessed anytime at:
https://<Web Services Proxy IP or FQDN>:8444/um

[/ Open SANtricity Unified Manager in browser

Webh Services Proxy Documentation Index can be found at:
https://<Web Services Proxy IP or FQDN>:8444

[] open wWeb Senvices Proxy Documentation Inde;\

Web Services Proxy URL including secure port #

InstallAnywhere

Cancel Previous Done

If you want to open the Unified Manager Ul after the Web Services Proxy installation, simply open a
browser and navigate to the server IP address and secure port number that was reserved during the Web
Services Proxy software installation. For example, enter the URL in the form ht t ps://<proxy -
FQDN>:<port #>/ , and then select the link for Unified Manager. You could go directly to the Unified
Manager login page (Figure 8) by adding /Jum to the URL. For example, ht t ps://<proxy -
FQDN>:<port #>/um
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Figure 8) SANtricity Unified Manager login page.
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2.2 SANtricity Unified Manager Navigation

SANTtricity Unified Manager has a similar appearance as SANtricity System Manager, but there is one
significant difference at the initial login. SANTtricity System Manager (the embedded Ul for a single array)
requires administrators to set the array admin password as part of the initial login. SANtricity Unified
Manager has a factory default admin account and password:

user=admin
password=admin

The administrator can continue the setup with the default admin settings or can change the password
before completing the additional setup.

Discovering and Adding Storage Arrays

Similar to the SANtricity EMW, SANtricity Unified Manager must discover arrays to manage, and like the
EMW, you can discover a single array or scan a range of IP addresses to discover multiple arrays
simultaneously. Select the tab or link shown in Figure 9 to open the Add/Discover wizard. After
discovering arrays, you then choose to add them to be managed by Unified Manager.
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Figure 9) New SANtricity Unified Manager landing paged discover and add arrays.

After the arrays are discovered and added, they are displayed on the landing page of Unified Manager
(Figure 10).

Figure 10) SANtricity Unified Manager landing page.
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