Abstract
This document describes how NetApp® SnapCenter® technology and the SAP HANA plug-in can be used for backup and recovery in an SAP HANA System Replication environment.
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1 SAP HANA System Replication Overview

SAP HANA System Replication is commonly used as a high-availability or disaster recovery solution for SAP HANA databases. SAP HANA System Replication provides different operating modes that you can use depending on the use case or availability requirements.

There are two primary use cases that can also be combined:

- High availability with a recovery point objective (RPO) of zero and a minimal recovery time objective (RTO).
- Disaster recovery over a large distance. The secondary SAP HANA host can also be used for development or testing during normal operation.

1.1 High Availability with an RPO of Zero and a Minimal RTO

System Replication is configured with synchronous replication using tables preloaded into memory at the secondary SAP HANA host. This high-availability solution can be used to address hardware or software failures and also to reduce planned downtime during SAP HANA software upgrades (near-zero downtime).

Failover operations are often automated by using third-party cluster software or with a one-click workflow with SAP Landscape Management software.

From a backup requirement perspective, you must be able to create backups independent of which SAP HANA host is primary or secondary. A shared backup infrastructure is used to restore any backup, regardless of which host the backup has been created on.

The rest of this document focuses on backup operations with SAP System Replication configured as a high-availability solution.

Figure 1) SAP System Replication as a high-availability solution.

1.2 Disaster Recovery over a Large Distance

System Replication can be configured with asynchronous replication with no table preloaded into memory at the secondary host. This solution is used to address data center failures, and failover operations are typically performed manually.

Regarding backup requirements, you must be able to create backups during normal operation in data center 1 and during disaster recovery in data center 2. A separate backup infrastructure is available in data centers 1 and 2, and backup operations are activated as a part of disaster failover. The backup infrastructure is typically not shared, and a restore operation of a backup that was created at the other data center is not possible.
2 Storage Snapshot Backups and SAP System Replication

Backup operations are always performed at the primary SAP HANA host. The required SQL commands for the backup operation cannot be performed at the secondary SAP HANA host.

For SAP HANA backup operations, the primary and secondary SAP HANA hosts are a single entity. They share the same SAP HANA backup catalog, and they use backups for restore and recovery, regardless of whether the backup was created at the primary or secondary SAP HANA host.

The ability to use any backup for restore and to do forward recovery using log backups from both hosts requires a shared log backup location that is accessible from both hosts. NetApp recommends that you use a shared storage volume. However, you should also separate the log backup destination into subdirectories within the shared volume.

Each SAP HANA host has its own storage volume. When you use a storage-based NetApp® Snapshot™ copy to perform a backup, a database-consistent Snapshot copy is created on the primary SAP HANA host’s storage volume.

Figure 3 shows an overview of a backup operation with SAP System Replication in which two Snapshot backups have been created at the primary host.

When a failover is performed for host 2, the backups are executed at host 2 and Snapshot copies are created at the storage volume of host 2.

The backup created at host 2 can be restored directly at the storage layer. If you must use a backup created at host 1, then the backup must be copied from the host 1 storage volume to the host 2 storage volume. Forward recovery uses the log backups from both hosts.

Figure 4 shows an overview of the two different restore operations.
3 SnapCenter Configuration Options for SAP System Replication

There are two options for configuring data protection with NetApp SnapCenter® software in an SAP HANA System Replication environment, as Figure 5 shows:

- A separate SnapCenter resource for each SAP HANA host
- A single SnapCenter resource for both SAP HANA hosts

With separate resources for each SAP HANA host, SnapCenter is configured in the same way as with SAP HANA hosts without SAP System Replication. Each host is configured using its physical IP address (host name) and its individual data volume on the storage layer. Scheduled backup operations are activated and deactivated in SnapCenter, depending on which host is primary or secondary.

With a single-resource configuration for both SAP HANA hosts, the SnapCenter resource is configured using the virtual IP address of the SAP HANA System Replication hosts. Both data volumes of the SAP HANA hosts are included in the SnapCenter resource.
The two options are discussed in more detail in the following sections.

### 3.1 SnapCenter Configuration with Separate Resources

Figure 6 shows SnapCenter configuration with two separate resources. Each SAP HANA host of the SAP HANA System Replication environment is configured with its individual physical IP address (host name) and data volume on the storage layer.

SnapCenter policies and schedules are also configured for each resource. Because the SAP HANA backup operation can be performed only at the primary host, the secondary host must be put into maintenance mode in SnapCenter. You can activate and deactivate maintenance mode in the topology view of each resource.

When a backup is created at host 1, the primary host at this point in time, a Snapshot copy is created on the data volume of host 1. The backup is registered in the SAP HANA backup catalog and in the SnapCenter resource for host 1. For the inactive resource (host 2, the secondary host), no backup is created.

![Figure 6) Backup operation with host 1 as the primary host.](image)

Figure 7 shows the backup operation after a failover to host 2 and a replication from host 2 to host 1. As part of the SAP HANA System Replication failover workflow, you must put the SnapCenter resource for host 1 in maintenance mode, and you must put the resource of host 2 in production mode. Backups are now executed at host 2, and Snapshot copies are created at the data volume of host 2. The SAP HANA backup catalog now includes a backup that has been created at host 1, and another backup is created at host 2. The SnapCenter resource for host 2 includes only the backup created at host 2.

As discussed in the section “Storage Snapshot Backups and SAP System Replication,” the restore operation with storage-based Snapshot backups is different, depending on which backup needs to be restored. It is important to identify where the backup was created to determine whether the restore can be performed at the local storage volume or must be performed from the other host’s storage volume. With two separate SnapCenter resources, this identification is performed on the SnapCenter resource level.
The housekeeping of data backups, based on the retention policy defined in SnapCenter, is done only for the backups of the active SnapCenter resource. As Figure 8 shows, the backup that was created at host 1 is not deleted as long as host 2 is the active resource. Therefore, the backup from host 1 becomes the oldest backup, and all log backups that are required for forward recovery of this backup are not deleted.

To clean up Snapshot copies on the data volume of host 1 and to clean up log backups, you must delete the data backup of host 1 manually in SnapCenter and the SAP HANA backup catalog.

### 3.2 SnapCenter Configuration with a Single Resource

Figure 9 shows a SnapCenter configuration with a single resource. The SnapCenter resource is configured with the virtual IP address (host name) of the SAP System Replication environment. With this approach, SnapCenter always communicates with the primary host, regardless of whether host 1 or host 2 is primary. The data volumes of both SAP HANA hosts are included in the SnapCenter resource.
Note: We assume that the virtual IP address is always bound to the primary SAP HANA host. The failover of the virtual IP address is performed outside SnapCenter as part of the SAP System Replication failover workflow.

When a backup is executed with host 1 as the primary host, a database-consistent Snapshot backup is created at the data volume of host 1. Because the data volume of host 2 is part of the SnapCenter resource, another Snapshot copy is created for this volume. This Snapshot copy is not database consistent; rather, it is just a crash image of the secondary host.

The SAP HANA backup catalog and the SnapCenter resource includes the backup created at host 1.

Figure 9) Backup operation with host 1 as the primary host.

Error! Reference source not found. shows the backup operation after failover to host 2 and replication from host 2 to host 1. SnapCenter automatically communicates with host 2 by using the virtual IP address configured in the SnapCenter resource. Backups are now created at host 2. Two Snapshot copies are created by SnapCenter: a database-consistent backup at the data volume at host 2 and a crash image Snapshot copy at the data volume at host 1. The SAP HANA backup catalog and the SnapCenter resource now include the backup created at host 1 and the backup created at host 2.

Housekeeping of data and log backups is based on the defined SnapCenter retention policy, and backups are deleted regardless of which host is primary or secondary.
As discussed in the section “Storage Snapshot Backups and SAP System Replication,” a restore operation with storage-based Snapshot backups is different, depending on which backup must be restored. It is important to identify which host the backup was created at to determine if the restore can be performed at the local storage volume, or if the restore must be performed at the other host’s storage volume.

With a single-resource SnapCenter configuration, SnapCenter is not aware of where the backup was created. Therefore, NetApp recommends that you add a prebackup script to the SnapCenter backup workflow to identify which host is currently the primary SAP HANA host.

3.3 Summary

Figure 12 summarizes the pros and cons of the two configuration options.
Figure 12) Summary of configuration options.

<table>
<thead>
<tr>
<th></th>
<th>Separate SnapCenter Resources</th>
<th>Single SnapCenter Resource</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backup operation after failover</td>
<td>Manual activation or deactivation of SnapCenter resource</td>
<td>Automatic, using virtual hostname</td>
</tr>
<tr>
<td>Backup housekeeping</td>
<td>Manual housekeeping required for inactive resource</td>
<td>Automatic, using single resource</td>
</tr>
<tr>
<td>Backup capacity requirements</td>
<td>Backups are only created at active SnapCenter resource</td>
<td>Backups are always created for data volumes of both HANA hosts</td>
</tr>
<tr>
<td>Identification, which host created the backup</td>
<td>Visible, using separate SnapCenter resources</td>
<td>Prebackup script to identify which host is active</td>
</tr>
</tbody>
</table>

### Separate SnapCenter Resources

A SnapCenter configuration with separate resources requires additional steps and manual operations to make sure that backups are created at the primary SAP HANA host. These operations are also needed to clean up data and log backups after an SAP HANA failover.

On the other hand, backups are created only at the active resource (the primary SAP HANA host), and no additional storage capacity is required for the inactive resource. NetApp recommends this setup if there is a preferred primary HANA host and you avoid operations in failover mode.

### Single SnapCenter Resource

A SnapCenter configuration with a single resource simplifies backup operations because SnapCenter always communicates with the correct HANA host (the primary host, through its virtual IP address). Additionally, housekeeping of data and log backups works out of the box.

As a downside, additional capacity is required for crash-image Snapshot copies at the secondary host. To identify where a backup has been created, you must add a prebackup script to the SnapCenter backup workflow.

NetApp recommends this setup if backup operation simplicity is important and there is no preferred primary HANA host.

### Valid for Both Configuration Options

A shared log backup volume is required to enable forward recovery with a backup that has been created at the other SAP HANA host. It is also required if a failover has occurred between backup creation and the actual point in time that you want to recover to.

Restoring from a backup that was created at the other HANA host requires manual steps and cannot be performed with SnapCenter.

### 4 SnapCenter Backup Operations

#### 4.1 Backup Operation with Separate SnapCenter Resources

**SnapCenter Configuration**

Figure 13 shows the lab setup and an overview of the required NetApp SnapCenter configuration.
To configure SnapCenter with separate resources, the SAP HANA plug-in must be deployed on each SAP HANA host.

**Note:** SnapCenter uses the security identifier (SID), the tenant name, and the `hdbsql` client host as a unique resource identifier. Since the SID and the tenant name are identical for the system replication resources, the `hdb` client host must be different. Therefore, a central communication host cannot be used.

The configuration of both resources is identical to a non–system replication setup and is described in the technical report *SAP HANA Backup and Recovery with SnapCenter*.

**SnapCenter Backup Operation**

As discussed in the section “SnapCenter Configuration with Separate Resources,” the SnapCenter resource of the secondary SAP HANA host must be put into maintenance mode so that backup operations are executed only for the primary SAP HANA host. Figure 14 shows the topology view of one of the resources. Maintenance mode can be activated or deactivated using the Maintenance button in the upper right of the screen.

Backup operations are performed as usual. If an SAP HANA System Replication failover occurs, the old primary resource must be put into maintenance mode, and the old secondary resource must be put into production mode.

After failover, SnapCenter does not delete the backups and SAP HANA catalog entries of the inactive resource. You must delete these backups manually in SnapCenter and the SAP HANA backup catalog to make sure that log backup housekeeping is not blocked by the old backup of the inactive resource.
4.2 Backup Operation with a Single SnapCenter Resource

SnapCenter Configuration

Figure 15 shows the lab setup and an overview of the required SnapCenter configuration.

Figure 15) Lab setup for SnapCenter with a single resource.

To perform backup operations regardless of which SAP HANA host is primary and even whether one host is down, the SnapCenter SAP HANA plug-in must be deployed on a central `hdbsql` communication host. In our lab setup, we used the SnapCenter server as a central communication host, and we deployed the SAP HANA plug-in on the SnapCenter server.

A user was created in the HANA database to perform backup operations. A user store key was configured at the SnapCenter server on which the SAP HANA plug-in was installed. The user store key includes the virtual IP address of the SAP HANA System Replication hosts (`ssr-vip`).

```
hdbuserstore.exe -u SYSTEM set SSRKEY ssr-vip:31013 SNAPCENTER Netapp123
```

You can find more information about SAP HANA plug-in deployment options and user store configuration in the technical report TR-4614: SAP HANA Backup and Recovery with SnapCenter.

In SnapCenter, the resource is configured as shown in Figure 16 using the user store key, configured before, and the SnapCenter server as the `hdbsql` communication host.
The data volumes of both SAP HANA hosts are included in the storage footprint configuration as Figure 17 shows.

As discussed in the section “SnapCenter Configuration with a Single Resource,” SnapCenter is not aware of where the backup was created. NetApp therefore recommends that you add a prebackup script in the SnapCenter backup workflow to identify which host is currently the primary SAP HANA host. You can perform this identification using a SQL statement that is added to the backup workflow, as Figure 18 shows.

```sql
Select host from "SYS\M_DATABASE"
```
SnapCenter Backup Operation

Backup operations are now executed as usual. Housekeeping of data and log backups is performed independent of which SAP HANA host is primary or secondary.

The backup job logs include the output of the SQL statement, which allows you to identify the SAP HANA host where the backup was created, as Figure 19 and Figure 20 show.

Figure 19) Backup job log with host 1 as the primary host.
Figure 20) Backup job log with host 2 as the primary host.

Figure 21 shows the SAP HANA backup catalog in SAP HANA Studio. When the SAP HANA database is online, the SAP HANA host where the backup was created is visible in SAP HANA Studio.

**Note:** The SAP HANA backup catalog on the file system, which is used during a restore and recovery operation, does not include the host name where the backup was created. The only way to identify the host when the database is down is to combine the backup catalog entries with the backup.log file of both SAP HANA hosts.

Figure 21) SAP HANA backup catalog.
5 Restore and Recovery

5.1 Overview of Restore and Recovery Operations

Independent of the NetApp SnapCenter configuration (either separate or single resource), there are two different restore and recovery operations.

- Restore from a backup that has been created at the current primary host. See the sections “Restore and Recovery with Separate SnapCenter Resources Configuration” and “Restore and Recovery with a Single SnapCenter Resource Configuration.”
- Restore from a backup that has been created at the other host, which is currently not the primary host. See the section “Restore and Recovery from a Backup Created at the Other Host.”

As discussed before, you must be able to identify where the selected backup was created to define the required restore operation. If the SAP HANA database is still online, you can use SAP HANA Studio to identify the host at which the backup was created. If the database is offline, the information is available at the following locations:

- With the host-specific SnapCenter resources (separate resource configuration)
- In the backup job log (single-resource configuration)

Figure 22 illustrates the different restore operations depending on the selected backup.

If a restore operation must be performed after timestamp T3 and host 1 is the primary, you can restore the backup created at T1 or T3 by using SnapCenter. These Snapshot backups are available at the storage volume attached to host 1.

If you need to restore using the backup created at host 2 (T2), which is a Snapshot copy at the storage volume of host 2, the backup needs to be made available to host 1. You can make this backup available by creating a NetApp FlexClone® copy from the backup, mounting the FlexClone copy to host 1, and copying the data to the original location.

Figure 22) Overview of restore and recovery operations.

<table>
<thead>
<tr>
<th>Restore Operation With</th>
<th>SnapCenter</th>
<th>Create FlexClone from „Backup host 2“, mount and copy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backup T1</td>
<td>SnapCenter</td>
<td></td>
</tr>
<tr>
<td>Backup T2</td>
<td>Create FlexClone from „Backup host 2“, mount and copy</td>
<td></td>
</tr>
<tr>
<td>Backup T3</td>
<td>SnapCenter</td>
<td></td>
</tr>
</tbody>
</table>

5.2 Restore and Recovery with Separate SnapCenter Resources Configuration

Restore and recovery operations for a SnapCenter configuration with separate resources is identical to a non-System Replication setup. For further details, see the technical report SAP HANA Backup and Recovery with SnapCenter.
A restore operation from a backup that was created at the other host is described in the section “Restore and Recovery from a Backup Created at the Other Host.”

5.3 Restore and Recovery with a Single SnapCenter Resource Configuration

With a single SnapCenter resource configuration, Snapshot copies are created at both storage volumes of both SAP HANA System Replication hosts. Only the Snapshot backup that is created at the storage volume of the primary SAP HANA host is valid to use for forward recovery. The Snapshot copy created at the storage volume of the secondary SAP HANA host is a crash image that cannot be used for forward recovery.

A restore operation with SnapCenter can be performed in two different ways:

- Restore only the valid backup
- Restore the complete resource, including the valid backup and the crash image

The following sections discuss the two different restore operations in more detail.

A restore operation from a backup that was created at the other host is described in the section “Restore and Recovery from a Backup Created at the Other Host.”

Figure 23) Restore operations with a single SnapCenter resource configuration.

SnapCenter Restore of the Valid Backup Only

Figure 24 shows an overview of the restore and recovery scenario described in this section.

A backup has been created at T1 at host 1. A failover has been performed to host 2. After a certain point in time, another failover back to host 1 was performed. At the current point in time, host 1 is the primary host.

1. A failure occurred and you must restore to the backup created at T1 at host 1.
2. The secondary host (host 2) is shut down, but no restore operation is executed.
3. The storage volume of host 1 is restored to the backup created at T1.
4. A forward recovery is performed with logs from host 1 and host 2.
5. Host 2 is started, and a system replication resynchronization of host 2 is automatically started.
Figure 24) SnapCenter restore of the valid backup only.

Figure 25) SAP HANA Studio before the restore operation.

A restore and recovery operation is started in SAP HANA Studio. As Figure 26 shows, the name of the host where the backup was created is not visible in the restore and recovery workflow.

**Note:** In our test scenario, we were able to identify the correct backup (the backup created at host 1) in SAP HANA Studio when the database was still online. If the database is not available, you must check the SnapCenter backup job log to identify the right backup.
In SnapCenter, the backup is selected and a file-level restore operation is performed. On the file-level restore screen, only the host 1 volume is selected so that only the valid backup is restored.

Figure 27 File-level restore with SnapCenter.

After the restore operation, the backup is highlighted in green in SAP HANA Studio. You don’t have to enter an additional log backup location, because the file path of log backups of host 1 and host 2 are included in the backup catalog.
After forward recovery has finished, the secondary host (host 2) is started and SAP HANA System Replication resynchronization is started.

**Note:** Even though the secondary host is up-to-date (no restore operation was performed for host 2), SAP HANA executes a full replication of all data. This behavior is standard after a restore and recovery operation with SAP HANA System Replication.

**SnapCenter Restore of Valid Backup and Crash Image**

Figure 30 shows an overview of the restore and recovery scenario described in this section.

A backup has been created at T1 at host 1. A failover has been performed to host 2. After a certain point in time, another failover back to host 1 has been performed. At the current point in time, host 1 is the primary host.

1. A failure occurred and you must restore to the backup created at T1 at host 1.
2. The secondary host (host 2) is shut down, and the T1 crash image is restored.
3. The storage volume of host 1 is restored to the backup created at T1.
4. A forward recovery is performed with logs from host 1 and host 2.
5. Host 2 is started, and a system replication resynchronization of host 2 is automatically started.
The restore and recovery operation with SAP HANA Studio is identical to the steps described in the section “SnapCenter Restore of the Valid Backup Only.”

To perform the restore operation, select Complete Resource in SnapCenter. The volumes of both hosts are restored.

After forward recovery has been completed, the secondary host (host 2) is started and SAP HANA System Replication resynchronization is started. Full replication of all data is executed.
5.4 Restore and Recovery from a Backup Created at the Other Host

A restore operation from a backup that has been created at the other SAP HANA host is a valid scenario for both SnapCenter configuration options.

Figure 33 shows an overview of the restore and recovery scenario described in this section.

A backup has been created at T1 at host 1. A failover has been performed to host 2. At the current point in time, host 2 is the primary host.
1. A failure occurred and you must restore to the backup created at T1 at host 1.
2. The primary host (host 1) is shut down.
3. The backup data T1 of host 1 is restored to host 2.
4. A forward recovery is performed using logs from host 1 and host 2.
5. Host 1 is started, and a system replication resynchronization of host 1 is automatically started.

Figure 34 shows the SAP HANA backup catalog and highlights the backup, created at host 1, that was used for the restore and recovery operation.
The restore operation involves the following steps:

1. Create a clone from the backup created at host 1.
2. Mount the cloned volume at host 2.
3. Copy the data from the cloned volume to the original location.

In SnapCenter, the backup is selected and the clone operation is started. You must provide the clone server and the NFS export IP address.

**Note:** In a SnapCenter single-resource configuration, the SAP HANA plug-in is not installed at the database host. To execute the SnapCenter clone workflow, any host with an installed HANA plug-in can be used as a clone server.
In a SnapCenter configuration with separate resources, the HANA database host is selected as a clone server, and a mount script is used to mount the clone to the target host.

To determine the junction path that is required to mount the cloned volume, check the job log of the cloning job, as Figure 36 shows.

**Figure 36** Junction path information.

The cloned volume can now be mounted.

```
$ ls -al
```

The cloned volume contains the data of the HANA database.

```
$ ls -al
```
The data is copied to the original location.

```
- stlrx300s8-5:/mnt/tmp # cp -Rp hdb00001 /hana/data/SSR/mnt00001/
- stlrx300s8-5:/mnt/tmp # cp -Rp hdb00002.00003/ /hana/data/SSR/mnt00001/
- stlrx300s8-5:/mnt/tmp # cp -Rp hdb00003.00003/ /hana/data/SSR/mnt00001/
```

The recovery with SAP HANA Studio is performed as described in the section “SnapCenter Restore of the Valid Backup Only.”

**Where to Find Additional Information**

To learn more about the information described in this document, refer to the following documents:

- SAP HANA Backup and Recovery with SnapCenter
- Automating SAP System Copies Using the SnapCenter 4.0 SAP HANA Plug-In
- SAP HANA Disaster Recovery with Asynchronous Storage Replication
- SAP HANA on VMware vSphere with NetApp FAS and All Flash FAS Systems
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