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Abstract 

This document is an overview of NetApp® ONTAP® FlexGroup volumes, a feature of NetApp 

ONTAP. FlexGroup is an evolution of scale-out NAS containers that blends near-infinite 

capacity with predictable, low-latency performance in metadata-heavy workloads. For 

FlexGroup information not covered in this document, email flexgroups-info@netapp.com, 

and that information will be added as necessary. For best practices, see TR-4571: NetApp 

ONTAP FlexGroup Volumes Best Practices and Implementation Guide. 

mailto:flexgroups-info@netapp.com
http://www.netapp.com/us/media/tr-4571.pdf
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1 The Evolution of NAS in NetApp ONTAP 

As hard-drive costs are driven down and flash hard-drive capacity grows exponentially, file systems are 

following suit. The days of file systems that number in the tens of gigabytes, or even terabytes, are over. 

Storage administrators face increasing demands from application owners for large buckets of capacity 

with enterprise-level performance. 

Machine learning and artificial intelligence workloads involve storage needs for a single namespace that 

can extend into the petabyte range (with billions of files). With the rise in these technologies, along with 

the advent of big data frameworks such as Hadoop, the evolution of NAS file systems is overdue. NetApp 

ONTAP FlexGroup is the ideal solution for these types of architectures. 

1.1 Volumes: A Tried-and-True Solution 

The flexible volume, NetApp FlexVol® software, was introduced in NetApp Data ONTAP technology in 

2005 as part of the Data ONTAP 7.0 (Data ONTAP operating in 7-Mode) release. The concept was to 

take a storage file system and virtualize it across a hardware construct to provide flexible storage 

administration in an ever-changing data center. 

FlexVol volumes could be grown or shrunk nondisruptively and be allocated to the storage operating 

system as thin-provisioned containers to enable overprovisioning of storage systems. Doing so allowed 

storage administrators the freedom to allocate space as consumers demanded it. 

However, as data grew, file systems needed to grow. FlexVol can handle most storage needs with its 

100TB capacity, and Data ONTAP provided a clustered architecture that those volumes could work with. 

But the use case for large buckets of storage in a single namespace required petabytes of storage. 

Before FlexGroup, ONTAP administrators could create junction paths to attach FlexVol volumes to one 

another. In this way, they created a file system on the cluster that could act as a single namespace. 

Figure 1 shows an example of what a FlexVol volume junction design for a large namespace would look 

like. 

Figure 1) FlexVol design with junctioned architecture for >100TB capacity. 

 

Although this architecture worked for many environments, it was awkward to manage and did not give a 

ñsingle-bucketò approach to the namespace, where the FlexVol volumeôs capacity and file count 

constraints are limiting factors. 

https://www.cs.princeton.edu/courses/archive/fall04/cos318/docs/netapp.pdf
http://www.netapp.com/us/solutions/big-data/nfs-connector-hadoop.aspx
https://library.netapp.com/ecmdocs/ECMP1196981/html/GUID-B7CB9621-4E27-4D46-BB73-0E2B2C56C498.html
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1.2 Infinite Volume: Massive Capacity with Limitations 

In NetApp Data ONTAP 8.1.1, the Infinite Volume solution was presented as a potential solution to 

enterprises with massively large storage needs. With a 20PB maximum and the capability to grow a 

single namespace nondisruptively, the Infinite Volume solution provided a more than capable method of 

storing large amounts of data. 

Single Namespace Metadata Volume Limitations: Infinite Volume 

Because the Infinite Volume solution used a single namespace volume for all metadata operations, 

several limitations applied: 

¶ Less than stellar performance, with large amounts of metadata because volume affinity limits and 
serial operations created CPU efficiencies 

¶ A two-billion-file maximum due to the single FlexVol volume limit that was imposed by the metadata 
volume 

¶ The inability to share storage virtual machines (SVMs) with FlexVol volumes 

¶ No SMB 2.x and 3.x support 

Therefore, although Infinite Volume provided an excellent method to store archival data, it did not offer a 

way to cover multiple use cases in big data environments with predictable low latency. 

Note: In ONTAP 9.5 and later, the Infinite Volume feature is no longer supported. See TR-4571 for 
details. 

1.3 FlexGroup: An Evolution of NAS 

ONTAP 9.1 brought innovation to scale-out NAS file systems: the NetApp ONTAP FlexGroup volume. 

With FlexGroup volumes, a storage administrator can easily provision a massive single namespace in a 

matter of seconds. FlexGroup volumes have virtually no capacity or file count constraints outside of the 

physical limits of hardware or the total volume limits of ONTAP. Limits are determined by the overall 

number of constituent member volumes that work in collaboration to dynamically balance load and space 

allocation evenly across all members. There is no required maintenance or management overhead with a 

FlexGroup volume. You simply create the FlexGroup volume and share it with your NAS clients. ONTAP 

does the rest (Figure 2). 

Figure 2) Evolution of NAS file systems in ONTAP. 

 

  

https://www.netapp.com/us/media/tr-4037.pdf
https://www.netapp.com/us/media/tr-4571.pdf
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2 Terminology 

Many of the usual NetApp ONTAP terms (such as storage virtual machine, LIF, and FlexVol) are covered 

in TR-3982: NetApp Clustered Data ONTAP 8.3.x and 8.2.x. Terminology specific to NetApp ONTAP 

FlexGroup is covered in the following list.  

¶ Constituent/member volumes. In a FlexGroup context, ñconstituent volumeò and ñmember volumeò 
are interchangeable terms. They refer to the underlying FlexVol volumes that make up a FlexGroup 
volume and provide the capacity and performance gains that are achieved only with a FlexGroup 
volume.  

¶ FlexGroup volume. A FlexGroup volume is a single namespace that is made up of multiple 
constituent/member volumes. It is managed by storage administrators, and it acts like a NetApp 
FlexVol volume. Files in a FlexGroup volume are allocated to individual member volumes and are not 
striped across volumes or nodes. 

¶ Affinity. Affinity describes the tying of a specific operation to a single thread. 

¶ Automated Incremental Recovery (AIR). Automated Incremental Recovery (AIR) is an ONTAP 
subsystem that repairs FlexGroup inconsistencies dynamically, with no outage or administrator 
intervention required. 

¶ Ingest. Ingest is the consumption of data by way of file or folder creations.  

¶ Junction paths. Junction paths were used to provide capacity beyond a FlexVol volume's 100TB 
limit prior to the simplicity and scale-out of FlexGroup. Junction paths join multiple FlexVol volumes 
together to scale out across a cluster and provide multiple volume affinities. The use of a junction 
path in ONTAP is known as ñmountingò the volume within the ONTAP namespace.  

¶ Large files. See the next section ñWhat Are Large Files?ò 

¶ Overprovisioning and thin provisioning. Overprovisioning (or thin provisioning) storage is the 
practice of disabling a volumeôs space guarantee (guarantee = none ). This practice allows the 

virtual space allocation of the FlexVol volume to exceed the physical limits of the aggregate that it 
resides on. For example, with overprovisioning, a FlexVol volume can be 100TB on an aggregate that 
has a physical size of only 10TB. Overprovisioning allows storage administrators to grow volumes to 
large sizes to avoid the need to grow them later, but it does present the management overhead of 
needing to monitor available space closely. 

If there are overprovisioned volumes, the available space reflects the actual physical available space 
in the aggregate. Therefore, the usage percentage and capacity available values might seem off a bit. 
However, they simply reflect a calculation of the actual space that is available compared with the 
virtual space that is available in the FlexVol volume. For a more accurate portrayal of space allocation 
when using overprovisioning, use the aggregate sho w- space  command. 

¶ Remote access layer (RAL). The remote access layer (RAL) is a feature in the NetApp WAFL® 
system that allows a FlexGroup volume to balance ingest workloads across multiple FlexGroup 
constituents or members. 

¶ Remote hard links. Remote hard links are the building blocks of FlexGroup. These links act as 
normal hard links but are unique to ONTAP. The links allow a FlexGroup volume to balance 
workloads across multiple remote members or constituents. In this case, ñremoteò simply means ñnot 
in the parent volume.ò A remote hard link can be another FlexVol member on the same aggregate or 
node. 

2.1 What Are Large Files? 

This document uses the term ñlarge fileò liberally. Therefore, itôs important to define exactly what a large 

file is in the context of FlexGroup. 

A FlexGroup volume operates optimally when a workload is ingesting numerous small files, because 
FlexGroup volumes maximize the system resources to address those specific workloads that might 
bottleneck because of serial processing in a FlexVol volume. FlexGroup volumes also work well with 

https://www.netapp.com/us/media/tr-3982.pdf
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various other workloads (as defined in the section ñUse Casesò). One type of workload that can create 
problems, however, is a workload with larger files or files that grow over time, such as database files.  

In a FlexGroup volume, a large file is a product of the percentage of allocated space, not of any specific 

file size. Thus, in some FlexGroup configurationsðfor example, in which the member volume size is only 

1TBða ñlarge fileò might be 500GB (50% of the member volume size). In other configurationsðfor 

example, in which the member volume size is 100TBðthat same 500GB file size would take up only 

0.5% of the volume capacity. This type of file could be large enough to throw off the ingest heuristics in 

the FlexGroup volume, or it could potentially create problems later when the member volume gets closer 

to full (Figure 3). 

Starting in ONTAP 9.6, elastic sizing helps mitigate concerns with larger files: ONTAP borrows space 

from other member volumes to allow large files to complete their writes. ONTAP 9.7 also introduces 

ingest algorithm changes to help balance large files and/or datasets with mixed file sizes. Both of these 

features make FlexGroup volumes a realistic landing place for most workloads. (See ñElastic Sizingò later 

in this document.) 

Figure 3) What is a large file? 

 

3 Advantages of NetApp ONTAP FlexGroup 

3.1 Massive Capacity and Predictable Low Latency for High-Metadata Workloads 

NetApp ONTAP FlexGroup offers a way for storage administrators to easily provision massive amounts of 

capacity with the ability to nondisruptively scale out that capacity. FlexGroup also enables parallel 

performance for high metadata workloads that can increase throughput and total operations while still 

providing low latency for mission-critical workloads.  

3.2 Efficient Use of All Cluster Hardware 

FlexGroup volumes allow storage administrators to easily span multiple physical aggregates and nodes 

with member FlexVol volumes, while maintaining a true single namespace for applications and users to 

dump data into. Although clients and users see the space as monolithic, ONTAP is working behind the 

scenes to distribute the incoming file creations evenly across the FlexGroup volume to provide efficient 

CPU and disk utilization. 

3.3 Simple, Easy-to-Manage Architecture and Balancing 

To make massive capacity easy to deploy, NetApp lets you manage FlexGroup volumes like NetApp 

FlexVol volumes. ONTAP handles the underlying member volume creation and balance across the 

cluster nodes and provides a single access point for NAS shares. 
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3.4 Superior Density for Big Data 

A FlexGroup volume enables you to condense large amounts of data into smaller data center footprints 

by way of the superb storage efficiency features of ONTAP, including the following: 

¶ Thin provisioning 

¶ Data compaction 

¶ Data compression 

¶ Deduplication 

In addition, ONTAP supports large SSDs, which can deliver massive amounts of raw capacity in a single 

24-drive shelf enclosure. It is possible to get petabytes of raw capacity in just 10U of rack space, which 

cuts costs on cooling, power consumption, and rack rental space, and offers excellent density in the 

storage environment. These features, combined with a FlexGroup volumeôs ability to efficiently use that 

capacity and balance performance across a cluster, give you a solution that was made for big data.  

4 Supported Features with FlexGroup 

Table 1 shows the current list of supported ONTAP features for FlexGroup. For questions about 

supported features not listed, email flexgroups-info@netapp.com. 

Table 1) General ONTAP feature support. 

Supported Feature Version of ONTAP First Supported 

NetApp SnapshotÊ technology ONTAP 9.0 

NetApp SnapRestore® software (FlexGroup level) ONTAP 9.0 

Hybrid aggregates ONTAP 9.0 

Constituent or member volume move ONTAP 9.0 

Postprocess deduplication ONTAP 9.0 

NetApp RAID-TECÊ technology  ONTAP 9.0 

Per-aggregate consistency point ONTAP 9.0 

Sharing FlexGroup with FlexVol in the same SVM ONTAP 9.0 

NetApp Active IQ® Unified Manager support ONTAP 9.1 

Inline adaptive compression ONTAP 9.1 

Inline deduplication ONTAP 9.1 

Inline data compaction ONTAP 9.1 

Thin provisioning ONTAP 9.1 

NetApp AFF ONTAP 9.1 

Quota reporting ONTAP 9.1 

NetApp SnapMirror® technology ONTAP 9.1 

User and group quota reporting (no enforcement) ONTAP 9.1 

Aggregate inline deduplication (cross-volume deduplication) ONTAP 9.2 

http://www.netapp.com/us/media/tr-4476.pdf
mailto:flexgroups-info@netapp.com
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Supported Feature Version of ONTAP First Supported 

NetApp Volume Encryption (NVE) ONTAP 9.2 

NetApp SnapVault® technology ONTAP 9.3 

Qtrees ONTAP 9.3 

Automated deduplication schedules ONTAP 9.3 

Version-independent SnapMirror/unified replication ONTAP 9.3 

Antivirus scanning for SMB ONTAP 9.3 

Volume Autosize (Autogrow/Autoshrink) ONTAP 9.3 

QoS maximums/ceilings ONTAP 9.3 

FlexGroup expansion without SnapMirror rebaseline ONTAP 9.3 

Inode count factored into ingest ONTAP 9.3 

SMB change/notify ONTAP 9.3 

File audit ONTAP 9.4 

NetApp FPolicyÊ  ONTAP 9.4 

Adaptive QoS ONTAP 9.4 

QoS minimums (AFF only) ONTAP 9.4 

Relaxed NetApp SnapMirror® limits ONTAP 9.4 

SMB 3.x Multichannel ONTAP 9.4 

FabricPool ONTAP 9.5 

Quota Enforcement Example ONTAP 9.5 

Qtree statistics ONTAP 9.5 

Inherited SMB watches and change notifications ONTAP 9.5 

SMB copy offload (offloaded data transfer (ODX)) ONTAP 9.5 

Storage-Level Access Guard ONTAP 9.5 

NetApp FlexCache®  

(cache only; FlexGroup as origin supported in ONTAP 9.7) 

ONTAP 9.5 

Elastic Sizing ONTAP 9.6 

SMB Continuously Available Shares (SQL/Hyper-V only) ONTAP 9.6 

NetApp MetroClusterÊ ONTAP 9.6 

Volume rename ONTAP 9.6 

Volume shrink ONTAP 9.6 

NetApp Aggregate Encryption (NAE) ONTAP 9.6 

NetApp Cloud Volumes ONTAP ONTAP 9.6 
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Supported Feature Version of ONTAP First Supported 

NetApp FlexClone® ONTAP 9.7 

NDMP ONTAP 9.7 

vStorage APIs for Array Integration (VAAI) ONTAP 9.7 

NFSv4.0 and NFSv4.1 (including parallel NFS, or pNFS) ONTAP 9.7 

FlexVol to FlexGroup In-Place Conversion ONTAP 9.7 

FlexGroup volumes as FlexCache origin volumes ONTAP 9.7 

Table 2) General NAS protocol version support. 

Supported NAS Protocol Version Version of ONTAP First Supported 

NFSv3 ONTAP 9.0 

SMB 2.1, SMB 3.x ONTAP 9.1 RC2 

NFSv4.x ONTAP 9.7 

Table 3) Unsupported SMB 2.x and 3.x features. 

Unsupported SMB 2.x Features Unsupported SMB 3.x Features 

SMB Remote Volume Shadow Copy Service 
(VSS) 

¶ SMB transparent failover 

¶ SMB scale-out 

¶ SMB Remote VSS 

¶ SMB directory leasing 

¶ SMB direct or remote direct memory access (RDMA) 

Note: SMB 3.0 encryption is supported with 
FlexGroup volumes. 

Note: Remote VSS is not the same as the SMB Previous Versions tab. Remote VSS is application-
aware Snapshot functionality and is most commonly used with Hyper-V workloads. FlexGroup 
volumes have supported the SMB Previous Versions tab since it was introduced.  

5 Use Cases 

The NetApp ONTAP FlexGroup design is most beneficial in specific use cases, which are considered to 

be ideal. Other use cases for a FlexGroup volume are possible, but they generally depend on feature 

support. In most instances, the use case is limited to the supported feature set. For example, 

virtualization workloads can work on FlexGroup volumes, but they currently lack support for SIS cloning 

and offer no NetApp Virtual Storage Console integration. 

5.1 Ideal Use Cases 

A FlexGroup volume works best with workloads that are heavy on ingest (a high level of new data 

creation), heavily concurrent, and evenly distributed among subdirectories: 

¶ Electronic design automation 

¶ Artificial intelligence and machine learning log file repositories 

¶ Software build and test environments (such as Git) 

https://blogs.technet.microsoft.com/clausjor/2012/06/14/vss-for-smb-file-shares/
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¶ Seismic, oil, and gas 

¶ Media asset or HIPAA archives 

¶ File streaming workflows 

¶ Unstructured NAS data (such as home directories) 

¶ Big data and data lakes (Hadoop with the NetApp NFS connector) 

5.2 Non-Ideal Cases 

Some workloads are currently not recommended for FlexGroup volumes. These workloads include the 

following: 

¶ Virtualized workloads 

¶ Workloads that require striping (large files spanning multiple nodes or volumes) 

¶ Workloads that require specific control over the layout of the relationships of data to NetApp FlexVol 
volumes 

¶ Workloads that require specific features and functionality that are not currently available with 
FlexGroup volumes 

If you have questions, feel free to email ng-flexgroups-info@netapp.com. 

6 Performance 

Although NetApp ONTAP FlexGroup technology is positioned as a capacity play, it's a performance play 

as well. With a FlexGroup volume, there are no trade-offs; you can have massive capacity and 

predictable low-latency and high-throughput performance with the same storage container. A FlexGroup 

volume can accomplish this goal by adding concurrency to workloads and presenting multiple volume 

affinities to a single storage container without the clients or storage administrators needing to manage 

anything. In metadata-intensive workloads with high file counts, being able to present multiple volumes 

and cluster nodes quickly and easily enables ONTAP to use multiple hardware assets and CPU cores to 

perform at a higher performance threshold. 

6.1 FlexVol Versus FlexGroup: Software Build 

In a simple workload benchmark using a software build tool (Git), a Linux kernel was compiled on a single 

FAS8080 node running ONTAP 9.1 with two aggregates of SAS drives and eight FlexVol member 

constituents in a FlexGroup, versus a single FlexVol on the same hardware. The metric being measured 

was a simple time-to-completion test. In this benchmark, the FlexGroup volume outperformed the FlexVol 

volume by two to six times across multiple Git operations. In addition, the same Git test was run with a 

gcc compile on NetApp AFF (Figure 4 and Figure 5). 

Note: The GCC compile works with a higher file count, thus the differences in completion times. 

https://www.netapp.com/us/media/tr-4382.pdf
mailto:ng-flexgroups-info@netapp.com
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Figure 4) Git benchmark: Linux compile in FlexGroup versus FlexVol. 

 

Figure 5) Git benchmark: GCC compile in FlexGroup versus FlexVol. 

 

6.2 FlexGroup Versus Scale-Out NAS Competitor: Do More with Less 

In another benchmark, we compared a FlexGroup volume on a two-node FAS8080 cluster running 

ONTAP 9.1 using SAS drives against a competitor system using 14 nodes. The competitor system also 

used some solid-state drives (SSDs) for metadata caching. This test used a standard NAS workload 

generation tool to simulate workloads. 

In the test, we saw that a single FlexGroup volume with eight member constituents was able to ingest 

nearly the same number of operations per second at essentially the same latency curve as the 

competitorôs 14-node cluster (Figure 6). 
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 Figure 6) FlexGroup (two-node cluster) versus competitor (14-node cluster): standard NAS workload. 

 

6.3 SPEC SFS 2014_swbuild Submission: FlexGroup Volume, ONTAP 9.2 

NetApp also submitted results from the official SPEC SFS 2014_swbuild benchmark test, which allow 

storage vendors to test their systems against a standardized test that is approved by an independent 

benchmarking consortium. The NetApp results for this test can be found here, and results for competitor 

systems can be found here. 

NetApp Results 

The benchmark includes a metric known as overall response time (ORT), defined here: 

The o verall response time is a measure of how the system will respond under an average load. 

Mathematically, the value is derived by calculating the area under the curve divided by the peak 

throughput.  

In that test, FlexGroup volumes achieved the lowest ORT ever recorded for a storage system (Figure 7). 

https://www.spec.org/sfs2014/results/res2017q3/sfs2014-20170908-00021.html
https://www.spec.org/sfs2014/results/sfs2014swbuild.html
https://www.spec.org/sfs2008/docs/faq.html
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Figure 7) Overall response time, SPEC SFS 2014_swbuild submissions. 

 

FlexGroup volumes also outperformed other submissions in throughput. In the benchmark, FlexGroup 

volumes achieved over 4GBps (Figure 8). 

Figure 8) Throughput, SPEC SFS 2014_swbuild submissions. 

 

The results of this performance benchmark were achieved with more than 500 concurrent jobs, providing 

260,000 IOPS (Figure 9). 
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Figure 9) IOPS, SPEC SFS 2014_swbuild submissions. 

 

If latency is important to your business, FlexGroup volumes also saw the most predictable low latency of 

all the submissions (Figure 10). 

Figure 10) Latency versus number of builds, SPEC SFS 2014_swbuild submissions. 
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6.4 AFF A700 Testing 

In addition to the four-node AFF8080 tests, the same Git workload was also run on an AFF A700 cluster. 

The following configuration was used: 

¶ Two-node AFF A700 cluster 

¶ Single aggregate of 800GB SSDs per node 

¶ FlexVol: single node, 100% local 

¶ FlexGroup: spans HA pair, 8 members per node (16 members total) 

The workload was as follows: 

¶ GCC library compile 

¶ Clone operations only (these showed the highest maximum throughput for both FlexVol and 
FlexGroup) 

¶ Four physical servers 

¶ User workload and threads on the clients, ranging from 4 to 224 

Figure 11 compares the maximum achieved throughput (read and write) on Git clone operations on a 

single FlexVol volume versus a single FlexGroup spanning two nodes. Note in the graph how the 

maximum throughput reaches nearly 5x the amount of the FlexVol without seeing the same degradation 

the FlexVol sees as the workload reaches 64 threads. 

Figure 11) FlexVol versus FlexGroup: maximum throughput trends under increasing workload. 

 

Figure 12 compares a FlexVol and FlexGroup in the same configurations. This time, we break down the 

maximum read and write throughput individually, as well as comparing that against the average 

throughput for the FlexVol and FlexGroup. 
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Figure 12) FlexVol versus FlexGroup: maximum throughput trends under increasing workloadðdetailed. 

 

Figure 13 shows the maximum total average IOPs for a FlexGroup versus a FlexVol on the AFF A700. 

Again, note the drastic increase of IOPs for the FlexGroup versus the degradation of IOPs at 64 threads 

for the FlexVol. 

Figure 13) FlexVol versus FlexGroup: maximum average total IOPS. 
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ONTAP 9.4 and 9.5 Performance Testing 

For ONTAP version 9.4 and 9.5, we ran a set of performance tests using standard NAS benchmark suites 

that simulate both EDA and software build workloads. The goal was to show that ONTAP improves 

performance with each release. 

The ONTAP 9.4 and 9.5 tests featured the following configurations: 

¶ A NetApp AFF A700s all-flash storage system cluster 

¶ A FlexGroup volume spanning a single node and two nodes 

¶ 14 NFSv3 clients 

¶ 32 10GB LIFs (16 LIFs per node) 

¶ 32 mount points on each client 

The following graphs (Figure 14, Figure 15, Figure 16, Figure 17, Figure 18, Figure 19, Figure 20, and 

Figure 21) show that performance in a FlexGroup volume can scale, and that each release provides fairly 

substantial performance improvements in ONTAP. These improvements can be accomplished with a 

nondisruptive upgrade.  

The first set of graphs is for an EDA workload. 

Figure 14) Standard NAS benchmark (EDA)ðONTAP 9.5: one node versus two nodes (operations/sec). 
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Figure 15) Standard NAS benchmark (EDA)ðONTAP 9.4 versus ONTAP 9.5 (operations/sec). 

 

Figure 16) Standard NAS benchmark (EDA)ðONTAP 9.5: one node versus two nodes (MBps). 
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Figure 17) Standard NAS benchmark (EDA)ðONTAP 9.4 versus ONTAP 9.5 (MBps). 

 

This next set of graphs shows the performance for a standard NAS benchmark running a software build 

workload (such as Git or Perforce). Both types of workloads are ideal for FlexGroup volumes because of 

the high file ingest rates and the need for parallel processing of write metadata. 

Figure 18) Standard NAS benchmark (software builds)ðONTAP 9.5 (operations/sec). 
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Figure 19) Standard NAS benchmark (software builds)ðONTAP 9.4 versus ONTAP 9.5 (operations/sec). 

 

Figure 20) Standard NAS benchmark (software builds)ðONTAP 9.5 (MBps). 
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Figure 21) Standard NAS benchmark (software builds)ðONTAP 9.4 versus ONTAP 9.5 (MBps). 

 

For more performance information, see TR-4571: FlexGroup Volumes Best Practices and Implementation 

Guide. 

7 FlexGroup Technical Overview 

NetApp ONTAP FlexGroup technology has taken the concept of the NetApp FlexVol volume in ONTAP 

and applied a NetApp WAFL® subsystem known as the remote access layer (RAL). RAL directs the 

ingestion of new files and folders and tracks existing files and folders for fast redirection on reads. This 

capability provides automatic load balancing of incoming writes across participating member volumes. 

7.1 Overview of a FlexGroup Volume 

At a high level, a FlexGroup volume is simply a collection of FlexVol volumes acting as a single entity. 

NAS clients access the FlexGroup volume just as they would any normal FlexVol volume: from an export 

or a CIFS/SMB share (Figure 22). ONTAP redirects incoming NAS requests using symlinks within 

ONTAP that are transparent to clients. 

https://www.netapp.com/us/media/tr-4571.pdf
https://www.netapp.com/us/media/tr-4571.pdf
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Figure 22) A FlexGroup volume. 

 

Although the underlying construct of a FlexGroup volume is a FlexVol volume, there are several benefits 

a FlexGroup volume offers that a normal FlexVol volume cannot. See ñAdvantages of NetApp ONTAP 

FlexGroupò for details. 

A FlexGroup volume creates files on a per FlexVol basisðthere is no file striping. The throughput and 

performance gains for a FlexGroup volume are seen by way of concurrency of operations across multiple 

FlexVol volumes, aggregates, and nodes. A series of operations can occur in parallel across all hardware 

on which the FlexGroup volume resides. FlexGroup volumes are an ideal complement to the clustered 

ONTAP scale-out architecture. 

7.2 File Creation and Automatic Load Balancing 

When a file is created in a FlexGroup volume, that file is directed to the ñbest availableò FlexVol member 

in the FlexGroup volume. ñBest availableò in this case means ñmost free space available,ò ñmost free 

inodes available,ò and the recent load on a FlexVol member. ONTAP makes these decisions without the 

need of administrator intervention. The goal of the FlexGroup volume is to keep member volumes as 

evenly allocated with capacity as possible, and also keep the ingest workload of a FlexGroup volume as 

evenly distributed across members as possible, with the fewest number of remote hard links possible. 

This approach is known as ñautomatic load balancingò and is transparent to clients and storage 

administrators. This concept adds to the overall simplicity of the FlexGroup story: Storage administrators 

provision the storage in seconds and usually donôt have to think about the design or layout.  

Keep in mind the following features in various versions of ONTAP: 

¶ ONTAP 9.3 and later versions help mitigate ñout of spaceò (ENOSPC) issues by supporting volume 
autogrow. 

¶ ONTAP 9.6 and later versions use Elastic Sizing to add an extra layer of protection for failed writes to 
large files when a member fills.  

¶ ONTAP 9.7 introduces ingest changes to better handle streaming I/O workload placement. 
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Local Versus Remote Placement 

Because a FlexGroup volume has multiple constituent volumes and FlexGroup is designed to place data 

evenly in all constituents, there is a notion of ñremote placementò of files. ONTAP can operate in up to 24-

node clusters in NAS-only configurations, so there is also a notion of ñremote traffic.ò 

However, these two concepts are not synonymous. Remote traffic is traffic over the cluster interconnect 

network and is present in all ONTAP configurations, not just in a FlexGroup volume. Remote placement 

is unique to FlexGroup volumes and occurs when a file or folder is created on a FlexGroup member that 

does not own the parent directory. Remote placement can occur even on the node that owns the parent 

volume by way of a remote hard link allocated through the RAL. 

Local placement involves creating the object so that it is stored in the same constituent as its parent 

directory. Local placement provides the highest metadata performance for that file or subdirectory in 

future operations. Remote placement, in contrast, causes that file or subdirectory to suffer a slight 

metadata access penalty. However, it allows the FlexGroup volume to place the new content on a 

different constituent from its parent directory to better distribute the collective dataset and workload. The 

penalty seen from remote placement of files or folders is more than offset by the performance and 

throughput gains of having multiple volume affinities for workloads (Figure 23). 

To accomplish an evenly balanced workload, ONTAP monitors the status and member volume attributes 

every second for optimal placement of data. This process seeks to accomplish a balance of multiple 

goals: 

¶ Space usage remains balanced. 

¶ Overutilized member constituents are avoided by analyzing data creation patterns. 

¶ Files are placed locally to ensure that latency is as low as possible. 

Figure 23) Remote placement of files through remote hard links. 

 

Example of File and Folder Ingest 

On GitHub, we added a dd  script to do parallel dd  operations on a client. This script provides a better 

throughput test than a single-threaded dd  command. We used the script to illustrate how ONTAP places 

https://github.com/whyistheinternetbroken/NetAppFlexGroup















































































