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Abstract

This document is an oveniew of the new NetApp® ONTAP® feature NetApp FlexGroup
wlumes. NetApp FlexGroup is an ewlution of scale-out NAS containers that blends near-
infinite capacity with predictable, low-latency performance in metadata-heaw workloads. For
information about NetApp FlexGroup not covered in this document, e-mail flexgroups-
info@netapp.com and that information will be added as necessary. For best practices, see
TR-4571: NetApp FlexGroup Best Practices and Implementation Guide.
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1 Datals Growing

As hard-drive costs are driven down and flash hard-drive capacity grows exponentially, file systems are
following suit. The days of file systems that number in the tens of gigabytes are ower. Storage
administrators face increasing demands from application owners for large buckets of capacity with
enterprise-level performance.

With the advent of big data frameworks such as Hadoop, in which storage needs for a single hamespace
can extend into the petabyte range (with billions of files), an ewolution of NAS file systems is overdue.
NetApp FlexGroup is the ideal solution for these architectures.

1.1 Flexible Volumes: A Tried-and-True Solution

The flexible volume, NetApp FlexVol® software, was introduced in NetApp Data ONTAP® technology in
2005 as part of the Data ONTAP 7.0 (7-Mode) release. The concept was to take a storage file system
and \irtualize it across a hardware construct to provide flexible storage administration in an ever-changing
data center.

FlexVol wlumes could be grown or shrunk nondisruptively and be allocated to the storage operating
system as thin-provisioned containers to enable overprovisioning of storage systems. Doing so allowed
storage administrators the freedom to allocate space as consumers demanded it.

Howewer, as data grew, file systems needed to grow. FlexVol can handle most storage needs with its
100TB capacity, and Data ONTAP provided a clustered architecture that those wlumes could work in
conjunction with. But the use case for very large buckets of storage in a single namespace required
petabytes of storage. Figure 1 shows an example of what a FlexVol wolume junction design for a large
namespace would look like.

Fgure 1) HexVol design with junctioned architecture for >100TB capacity.
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1.2 Infinite Volumes: Massive Capacity with Limitations

In NetApp Data ONTAP 8.1.1, the Infinite Volume feature was presented as a potential solution to
enterprises with massively large storage needs. With a 20PB maximum and the capability to grow a
single namespace nondisruptively, Infinite Volume provided a more than capable method of storing large
amounts of data.

Single Namespace Metadata Volume Limitations

Because Infinite Volume used a single namespace wlume for all metadata operations, seweral limitations

applied:

1 Less than stellar performance, with large amounts of metadata because wlume affinity limits and
serial operations created CPU efficiencies

1 A 2-billion-file maximum due to the single FlexVol wlume limit that was imposed by the metadata
wolume

1 The inability to share SVMs with FlexVol wolumes

1 No SMB 2.x and 3.x support

Therefore, although Infinite Volume provided an excellent method to store archival data, it did not offer a
way to cover multiple use cases in big data environments with predictable low latency.

1.3 NetApp FlexGroup: An Evolution of NAS
ONTAP 9.1 brought innovation in scale-out NAS file systems: NetApp FlexGroup.

With FlexGroup wolumes, a storage administrator can easily provision a massive single namespace in a
matter of seconds. FlexGroup wlumes hawe virtually no capacity or file count constraints outside of the
physical limits of hardware or the total volume limits of ONTAP. Limits are determined by the owerall
number of constituent member wlumes that work in collaboration to dynamically balance load and space
allocation evenly across all members. There is no required maintenance or management owerhead with a
FlexGroup wlume. You simply create the FlexGroup wolume and share it with your NAS clients. ONTAP
does the rest.

Fgure 2) Evolution of NAS file systemsin ONTAP.

FlexVol Infinite Volume FlexGroup
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2 Terminology

Many of the usual NetApp ONTAP terms (such as storage virtual machine, logical interface [LIF], FlexVol,
and so on) are covered in TR-3982: NetApp Clustered Data ONTAP 8.3.x and 8.2.x. FlexGroup specific
terminology is covered in the following sections.

FlexGroup

A FlexGroup volume is a single namespace that is made up of multiple constituent member volumes and
that is managed and acts like a NetApp FlexVol wolume to storage administrators. Files in a FlexGroup
wlume are allocated to individual member wolumes and are not striped across wolumes or nodes.

Affinity
Affinity describes the tying of a specific operation to a single thread.
Automated Incremental Recovery (AIR)

Automated Incremental Recovery (AIR) is an ONTAP subsystem that repairs FlexGroup inconsistencies
dynamically, with no outage or administrator intervention required.

Constituent and Member

Constituent and member are interchangeable terms when referring to FlexGroup. These items are the
underlying FlexVol wlumes that make up a FlexGroup wlume and provide the capacity and performance
gains that are seen only with a FlexGroup wolume.

Ingest
Ingest is the consumption of data by way of file or folder creations.
Junction Paths

Junction paths are the process that joins multiple FlexVol wlumes together to scale out across a cluster,
provide multiple wolume affinities, and provide capacity beyond the 100TB limit of a FlexVol wolume. The

use of a junction path in ONTAP isk nown as fimount i ngo QNRA® nanebpacee Wi

Large Files

See What Are Large Files?, later in this section.

Overprovisioning and Thin Provisioning

Overprovisioning (or thin provisioning) storage isthepr act i ce of di sabling a
(guarantee = none ). This practice allows the virtual space allocation of the FlexVol volume to exceed
the physical limits of the aggregate that it resides on. For example, with overprovisioning, a FlexVol
wlume can be 100TB on an aggregate that has a physical size of only 10TB. Owerprovisioning allows
storage administrators to grow wolumes to very large sizes to awid the need to grow them later, but it
does present the management owerhead of needing to monitor available space very closely.

In the case of overprovisioned wlumes, the available space reflects the actual physical available space in
the aggregate. As such, the usage percentage and capacity available values might seem a bit off.
Howewer, they simply reflect a calculation of the actual space that is available compared with the virtual
space that is available in the FlexVol wolume. For a more accurate portrayal of space allocation when
using owverprovisioning, use the aggregate show - space command.

Remote Access Layer (RAL)

The remote access layer (RAL) is a feature in the NetApp WAFL® (Write Anywhere File Layout) system
that allows a FlexGroup wolume to balance ingest workloads across multiple FlexGroup constituents or
members.
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Remote Hard Links

Remote hard links are the building blocks of NetApp FlexGroup. These links act as normal hard links but

are unigue to ONTAP. The links allow a FlexGroup wlume to balance workloads across multiple remote
members or constituents.|l yy nmaanss ftracste,i Mrtemot gar esnitmpv o
link can be another FlexVol member on the same aggregate or node.

What Are Large Files?

This document uses the term large filel i ber al | y. Therefore itds i mportant
il afgked i s vNetAgp Flex&rgup notlimets.o

A FlexGroup wolume operates best when a workload contains numerous small files or metadata
operations, because FlexGroup can maximize the system resources to address those specific workloads.
FlexGroup wlumes also work well with various other workloads (as defined in section 4, Use Cases).One
type of workload that can create problems, howewer, is a workload with large files or files that grow over
time, such as database files.

In a NetApp FlexGroup wlume, a large file is a product of the percentage of allocated space, not of any
specific file size. Thus, in some FlexGroup configurationsd for example, in which the member wlume size
isonly 1TBoa @Al arge f i | e o50% ofthd imembee wlontkGsi@e. In other configurationsd for
example, in which the member wlume size is 100TBd that same 500GB file size would take up only
0.5% of the wolume capacity. This type of file could be large enough to throw off the ingest heuristics in
the FlexGroup wolume, or it could potentially create problems later when the member wolume gets closer
to full.

Fgure 3) What is a large file?

3 Advantages of NetApp ONTAP FlexGroup

3.1 Massive Capacity and Predictable Low Latency for High-Metadata Workloads

Previously, NetApp ONTAP technology did not have a solution for this challenge. Earlier versions were
constrained by architectural limitations and the notion of volume affinity: the tendency of ONTAP
operations, particularly metadata operations, to operate in a single serial CPU thread.

The FlexGroup feature solves this problem by automatically balancing ingest workloads across multiple
constituent NetApp FlexVol members to provide multiple affinities to handle high-metadata workloads.
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3.2 Efficient Use of All Cluster Hardware

Previously, file systems in ONTAP were tied to a single FlexVol container. Although it was possible to
scale wlumes across multiple nodes in a cluster, the management overhead was cumbersome, and the
process did nothing to increase the total capacity of a single hamespace. To achieve this type of scale,
wlumes could be junctioned to one another. For an example, see Figure 1.

3.3 Simple, Easy-to-Manage Architecture and Balancing

With FlexVol wlumes, to achieve scale beyond the single node or aggregate that owns the FlexVol

wlume, seweral wlumes had to be junctioned to one another. This concept required design, architecture,

and management overhead that took valuabl-teday i me away
operations. A FlexGroup wlume can provision storage across ewvery node and aggregate in a cluster in

less than a minute through the FlexGroup tab in NetApp OnCommand® System Manager.

3.4 Superior Density for Big Data

A FlexGroup wolume provides the ability to condense large amounts of data into smaller data center
footprints by way of the superb storage efficiency features of ONTAP, including:

1 Thin provisioning

1 Data compaction

1 Inline data compression
1 Inline deduplication

In addition, ONTAP supports 15.3TB solid-state drives (SSDs), which can deliver ~367TB of raw capacity
in a single 24-drive enclosure. It is possible to get nearly a petabyte of raw capacity in just 10U of rack
space with NetApp FlexGroup, which cuts costs on cooling, power consumption, and rack rental space
and offers excellent density in the storage environment.

3.5 Superior Resiliency

Another benefit of NetApp FlexGroup is the recowvery infrastructure known as Automated Incremental
Recowery (AIR). This feature addresses metadata inconsistencies that are found on data access from
clients in real time, with little to no disruption of file system access during the recovery. AIR repairs
inconsistencies without administrative intervention and without the FlexGroup wlume taking itself offline.

4 Use Cases

The NetApp FlexGroup design is most beneficial in specific use cases, but those use cases are listed as
Ai deal . 0 Ot herFlexGsogp vaums ares pogsible, buathey generally depend on feature
support. In most instances, the use case is limited to the supported feature set. For example,
virtualization workloads can work on FlexGroup wolumes, but they currently lack support for SIS clone,
FlexClone®, NFSV4.1, and VAAIl/copy offload.

4.1 Supported Features with NetApp FlexGroup

Table 1 shows the current list of supported ONTAP features for NetApp FlexGroup. For questions about
supported features not listed, e-mail flexgroups-info@netapp.com.
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Table 1) Supported ONTAP features in NetApp HexGroup.

| Supported ONTAP Features in NetApp FlexGroup

T NFSW3

1 SMB2.x/3.x (ONTAP 9.1RC2 and later)
1 All Flash FAS

NetApp SnapshotE and SnapMirror®
NetApp SnapVault®

Unified replication/version-independent
SnapMirror

1 FlexGroup expansion without SnapMirror
rebaseline

I OnCommand System Manager and
OnCommand Performance Manager

Factory configuration templates
Postprocess wlume deduplication
Inline aggregate deduplication

9 Automatic deduplication schedules
1 Volume autogrow

| FPolicyE and auditing*

= =4 =4

= =4 =9

Data compaction

Inline compression

Inline data deduplication

Thin provisioning

Quota reporting

Constituent volume mowve

RAID Triple Erasure Coding (RAID-TEC)
Per-aggregate CPs

NetApp Volume Encryption (NVE)
Qtrees*

Quality of Senice Maximums
Inode accounting for ingest

SMB change/notify

Antivirus scanning for SMB shares
1 QoS Minimums*

1 Adaptive QoS*

=4 =4 =4 -4 -4 -4 -4 4 4 -8 -4 -4 -4 -

Note: *New in ONTAP 9.4.

Table 2) Unsupported SMB 2.x and 3.x features.

Unsupported SMB 2.x features Unsupported SMB 3.x features
1 Sener-side copy offload All SMB 3.x specific features other than SMB3.x
1 SMB Remote VSS Encryption (such as Continuously Available shares)

9 Storage Lewvel Access Guard

are currently not supported for use with NetApp
FlexGroup wvolumes.

4.2 I|deal Use Cases

A FlexGroup wlume works best with workloads that are heaw on ingest (a high level of new data
creation), heavily concurrent, and evenly distributed among subdirectories:

Electronic Design Automation

Log file repositories

Software build/test environments (such as GIT)
Seismic/oil and gas

Media asset or HIPAA archives

File streaming workflows

Unstructured NAS data (such as home directories)
Big data (Hadoop with the NetApp NES connector)

= =4 =4 -4 -8 -8 -8 A
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4.3 Non-ldeal Cases
The general guidance for workloads that currently should not be used on a FlexGroup wolume include:

Very large files or files that grow over time
Virtualized workloads
Workloads that require striping

Workloads that require specific control over the layout of the relationships of data to NetApp FlexVol
wvolumes

= =4 —a -

1 Workloads that require specific features and functionality that are not currently available with
FlexGroup wlumes

1 Workloads that leverage ONTAP Cloud or NetApp Cloud Volumes (currently unsupported)

5 Performance

Although NetApp FlexGroup is positioned as a capacity play, it's a performance play as well. With a
FlexGroup wlume, there are no trade-offs; you can have massive capacity and predictable low-latency
and high-throughput performance with the same storage container. A FlexGroup wlume can accomplish
this goal by adding concurrency to workloads and presenting multiple volume affinities to a single storage
container without the clients or storage administrators needing to manage anything. In metadata-intensive
workloads with high file counts, being able to present multiple wvolumes and cluster nodes quickly and
easily enables ONTAP to use multiple hardware assets and CPU cores to perform at a higher
performance threshold.

5.1 FlexVol Versus FlexGroup: Software Build

In a simple workload benchmark using a software build tool (Git), a Linux kernel was compiled on a single
FASB8080 node running ONTAP 9.1 with two aggregates of SAS drives and eight FlexVol member
constituents in a FlexGroup, versus a single FlexVol on the same hardware. The metric being measured
was a simple fitime to compl et i on 0 wlumesottperfotmed theh i s
FlexVol wolume by 2 to 6 times across multiple Git operations. In addition, the same Git test was run with
a gcc compile on All Flash FAS.

Note: The gcc compile works with a higher file count, thus the differences in completion times.

Fgure 4) GIT benchmarkd Linux compile in HexGroup versus HexVol.

GITBenchmark

o —
o -

0 200 400 600 800 1000 1200 1400
Completion Time (seconds)

Remove =Memge =Checkout mClone

10 NetApp FlexGroup: A Technical Overview © 2018 NetApp, Inc. All Rights Reserved

benchn



Fgure 5) GIT benchmark i gcc compile in HexGroup versus HexVol.

Performance Comparison

Single Flexvol -

Multiple FlexVol |-

Flexgroup h

0 5000 10000 15000 20000 25000 30000 35000
Time to Completion

E Clone ®Checkout M Merge Remove

5.2 FlexGroup Versus Scale-Out NAS Competitor: Do More with Less

In another benchmark, we compared a FlexGroup wlume on a 2-node FAS8080 cluster running ONTAP
9.1 using SAS drives against a competitor system leveraging 14 nodes. The competitor system also
leveraged some SSDs for metadata caching. This test used a standard NAS workload generation tool to
simulate workloads.

In the test, we saw that a single FlexGroup wlume with 8 member constituents was able to ingest nearly
the same amount of ops/ second at essentially the samenobdeat ency cur
cluster.

Fgure 6) NetApp HexGroup (2-node cluster) versus competitor (14-node cluster): standard NAS workload.

7

—C O, s— Metipp FlexGroup

S o

w

Response Time (msec)

25,504 51,054 76,667 102,288 127,879 153,497 179,261 205,226 231,069 253,357
Throughput (ops/sec)
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5.3 SPEC SFS2014_swbuild Submission i FlexGroup Volume, ONTAP 9.2

NetApp also submitted results from the official SPEC SFS 2014 swbuild benchmark test, which allow
storage vendors to test their systems against a standardized test that is approved by an independent

benchmarking consortium. For the NetApp results of this test, see:
https://www.spec.org/sfs2014/results/res201793/sfs2014-20170908-00021.html

For results of competitor systems, see:

https://www.spec.org/sfs2014/results/sfs2014swbuild.html

NetApp Results

The benchmark includes a metric known as overall response time (ORT), defined here:

The overall response time is a measure of how the system will respond under an average load.

Mathematically, the value is derived by calculating the area under the curve divided by the peak

throughput.

In that test, NetApp FlexGroup wlumes achieved the lowest ORT ewer recorded for a storage system.

Figure 7) Overall response time, SPEC SFS 2014_swbuild submissions.

SPEC SF$®2014_swbuild

Overall Response Time - Lower is better!

WekalO
Oracle ZFS
IBM FlashSystem 900

IBM ESS GL6

0 0.5 1 15 2 25

NetApp IBM ESS GL6 IBM FlashSystem 900 Oracle ZFS
W ORT 1.04 121 1.32 171

Overall Response Time (ORT, in seconds)

Wekalo
3.06

35
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FlexGroup wolumes also outperformed other submissions in throughput. In the benchmark, FlexGroup
wolumes achieved owver 4GBps.

Figure 8) Throughput, SPEC SFS 2014_swhbuild submissions.

SPEC SFS®2014_swbuild

MB per second/throughput
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g
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=]
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1000
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0
NetApp WekalO IBM FlashSystem 900 Oracle ZFS IBM ESS GL6

H MBps 4130 3953 1821 1373 1270

The results of this performance benchmark were achieved with more than 500 concurrent jobs, providing
260,000 IOPS.

Fgure 9) IOPS, SPEC SFS 2014 _swhbuild submissions.
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If latency is important to your business, FlexGroup wlumes also saw the most predictable low latency of
all the submissions.

Figure 10) Latency vs. number of builds, SPEC SFS 2014_swhbuild submissions.

SPEC SFS®2014_swhbuild

Latency vs. Number of builds

Latency 9ms)

AFF A700 testing
In addition to the 4-node AFF8080 tests, the same Git workload was also run on an AFF A700 cluster.
The following configuration was used:

2-node AFF A700 cluster
Single aggregate of 800GB SSDs per node
FlexVol: single node, 100% local

= =4 —a -

FlexGroup: spans HA pair, 8 members per node (16 members total)
The workload was as follows:

1 GCC library compile

1 Clone operations only (these showed highest maximum throughput for both FlexVol and FlexGroup)
1 4 physical seners

9 User workload/threads on the clients ranging from 4 to 224

Figure 10 compares the maximum achieved throughput (read + write) on Git clone operations on a single
FlexVol wlume versus a single FlexGroup spanning 2 nodes. Note in the graph how the maximum

throughput reaches nearly 5x the amount of the FlexVol without seeing the same degradation the FlexVol
sees as the workload reaches 64 threads.
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Fgure 10) HexVol versus HexGroup: Maximum throughput trends under increasing workload.
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Figure 11 compares a FlexVol and FlexGroup in the same configurations. This time, we break down the
maximum read and write throughput individually, as well as comparing that against the average
throughput for the FlexVol and FlexGroup.

Fgure 11) HexVol versus HexGroup: Maximum throughput trends under increasing workload i detailed.
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Figure 12 shows the maximum total average IOPs for a FlexGroup versus a FlexVol on the AFF A700.
Again, note the drastic increase of IOPs for the FlexGroup versus the degradation of IOPs at 64 threads
for the FlexVol.

Figure 12) HexVol versus HexGroup: Maximum average total IOPs.
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Reducing Costs Through Density

The test just described leveraged 13 shelves of
600GB SAS drives. However, NetApp FlexGroup
also supports configurations using All Flash FAS
systems.

With the support of high-capacity SSDs, in
addition to superior storage efficiency
technologies such as data compaction and inline
compression and deduplication, you can
generate the same workload, with 2PB usable* in
just 4U of rack space.

Being able to use large-capacity drives and
NetApp FlexGroup wlumes to reduce rack
space usage in the data center can provide cost
savings for the following:

1 Cooling and power

1 Rack space rental

9 Person-hours for installation and
maintenance

i Better drive lifetimes for SSDs mean fewer
replacements

* Usable space includes 4:1 storage efficiency
calculation.

17 NetApp FlexGroup: A Technical Overview

Fgure 13) A800 with NetApp HexGroup
(15.3TB SSDs).

A800 HA pair

~2PB usable space®
4U max rack space
NVMe attached
15.3TB SSDs
~250,000 IOPS

~$2.000/Year

Power + Cooling

4 . . v
Note: Power/cooling estimates vary based on

region and provider. Publicly available
power calculator used for estimates.
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6 NetApp FlexGroup Technical Overview

NetApp FlexGroup has taken the concept of FlexVol in ONTAP and leveraged a WAFL subsystem known
as the Remote Access Layer (RAL). This layer directs the ingest of new files and folders and keeps track
of existing files and folders for fast redirection on reads.

6.1 Overview of a FlexGroup Volume

At a high level, a FlexGroup wlume is simply a collection of FlexVol wolumes acting as a single entity.
NAS clients access the FlexGroup wlume just as they would any normal FlexVol wolume: from an export
or a CIFS/SMB share.

Figurel4) A HexGroup volume.

HA PAIR HA PAIR

. /FlexGroup
R

Although the underlying concept of a FlexGroup wlume is a FlexVol wlume, there are several benefits a
FlexGroup wlume offers that a normal FlexVol wolume cannot. See section 3, Advantages of NetApp
ONTAP_FlexGroup, for details.

A FlexGroup wlume creates files on a per FlexVol basisd there is no file striping. The throughput gains
for a FlexGroup wolume are seen by way of concurrency of operations across multiple FlexVol volumes,
aggregates, and nodes. Now a series of operations can occur in parallel across all hardware on which the
FlexGroup wlume resides. NetApp FlexGroup isthe perfect complement tothe clustered ONTAP
scale-out architecture.

6.2 File Creation and Automatic Load Balancing

When a file is created in a FlexGroup wlume, thatf i | e i s directed to the fibest a
in the FlexGroup wolume. iBest avail abledo in this casandthenrecents f mo st
load on a FlexVol member. The goal of the FlexGroup wlume is to ensure that member wlumes are as

evenly allocated as possible. The goal is also to have the ingest workload of a FlexGroup wlume as

evenly distributed across members as possible, with the fewest number of remote hard links possible.

This concept i s known a s and iatuanspameattta centd andastorageal anci ng o
administrators. This concept adds to the overall simplicity of the NetApp FlexGroup story: Storage

admi ni strators provision the storage in seconds and dc

Note: If a FlexGroup member fills prematurely, the entire FlexGroup wlume issues an ENOSPC error to the
client. Therefore, it is important to ensure that member constituents are properly sized and workloads are
properly vetted.
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Local Versus Remote Placement

Because a FlexGroup wlume has multiple constituent volumes and FlexGroup is designed to place data
evenly in all constituents, there is a notion of

In addition, ONTAP can operate in up to 24-node clusters in NAS-only configurations, so there is also a
notion of Aremote traffic.o

Howewer, these two concepts are not synonymous. Remote traffic is traffic over the cluster interconnect
network and is present in all ONTAP configurations, not just in a FlexGroup wolume. Remote placement is
unique to NetApp FlexGroup and occurs when a file or folder is created on a FlexGroup member that
does not own the parent directory. Remote placement can occur even on the node that owns the parent
wlume by way of a remote hard link allocated through the Remote Access Layer (RAL).

Local placement involves creating the new object so that it is stored in the same constituent as its parent
directory. Local placement provides the highest metadata performance for that file or subdirectory in
future operations. Remote placement, in contrast, causes that file or subdirectory to suffer a slight
metadata access penalty. Howeer, it allows the FlexGroup wlume to place the new content on a
different constituent from its parent directory to better distribute the collective dataset and workload. The
penalty seen from remote placement of files or folders is more than offset by the performance and
throughput gains of having multiple volume affinities for workloads.

To accomplish an evenly balanced workload, ONTAP monitors the status and member wlume attributes
every second for optimal placement of data. This process seeks to accomplish a balance of multiple
goals:

1 Space usage remains balanced; if a member fills prematurely, the FlexGroup wolume reports being
out of space even if additional space is available on other members.
1 Awidance of owerutilized member constituents by analyzing data creation patterns.

1 Local placement of files to ensure that latency is as low as possible.

Fgure 15) Remote placement of files through remote hard links.
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Example of File/Folder Ingest

On GitHub, we added a dd _script to do parallel dd operations on a client to provide a better throughput
test than a single-threaded dd command. This script was used to illustrate how ONTAP places files
across a FlexGroup on ingest. We then used the volume explore command to find the location of the
files based on their inodes and mapped out some of their locations in the following scripts.

The configuration:

1 ONTAP 9.3
1 Single-node FlexGroup with 8 members
1 Single client running the dd script

This is the FlexGroup wolume size output before running the script:

cluster:*> vol show -vserver DEMO - volume flexgroup_local* - fields used percent -used,size - sort -
by used
vserver volume size used percent - used

DEMO flexgroup_loc al__ 0003 2.50TB57.28MB 5%
DEMO flexgroup_local__0004 2.50TB 57.28MB 5%

DEMO flexgroup_local__0005 2.50TB 57.28MB 5%

DEMO flexgroup_local__0007 2.50TB 57.28MB 5%

DEMO flexgroup_local__ 0002 2.50TB57.28MB 5%

DEMO flexgroup_local__0001 2.50TB 57.29MB 5%
DEMO flexgroup_local__0006 2.50TB 57.29MB 5%

DEMO flexgroup_local__0008 2.50TB 57.29MB 5%

DEMO flexgroup_local 20TB 458.2MB 61%

9 entries were displayed.

The script creates folders at the top level specified in the script, and then populates each folder with the
specified number of files at a specific size. In this test, we chose 8 folders and 8 files to mirror the
FlexGroup member wlume count. We chose a file size of 1GB.

After running the script, the FlexGroup members looked like this (deduplication and compression kept the
file sizes below 1GB):

cluster:*> vol show -vserver DEMO - volume flexgroup_local* - fields used ,percent -
used,sizefiles,files -used - sort - by used

vserver volume size used percent -usedfile s files -used
DEMO flexgroup_local___0004 2.50TB 86.88MB 5% 21251126 106

DEMO flexgroup_local__0007 2.50TB 90.85MB 5% 21251126 106

DEMO flexgrou p_local__0005 250TB 91.20MB 5% 21251126 107

DEMO flexgroup_local__0006 2.50TB 91.23MB 5% 21251126 108

DEMO flexgroup_local__0008 2.50TB 91.58MB 5% 21251126 107

DEMO flexgroup_local__0002 2.50TB 92.48MB 5% 21251126 107

DEMO flexgroup_local__0001 2.50TB 92.93MB 5% 21251126 114

DEMO flexgroup_local__0003 2.50TB 96.44MB 5% 21251126 108

DEMO flexgroup_local 20TB 733.6MB 61% 170009008 863
9 entries were displayed

The files were placed relatively evenly across all member volumes, as shown in the above output. A
closer look at the layout (by using the volume explore command) shows that the folders were
allocated evenly across the member volumes.
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https://github.com/whyistheinternetbroken/NetAppFlexGroup

Figure 16) Folder distribution in a HexGroup volume, dd script.

cd cb cl c5

c3 c0 c2 c7

Howewer, on a per-folder basis, the files were not allocated evenly. This is because the files were 1GB in
size and were more likely to go remote from their parent folder due to their size.

Fgure 17) Hle distribution in a HexGroup volume, folder c4.
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Figure 18) Fle distribution in a HexGroup volume, folder c6.

Fgure 19) Hle distribution in a HexGroup volume, folder c7.

SEE

Although the files were not evenly distributed on a per-folder basis, the result was that the files across all
folders were evenly allocated over time. This result is shown in the space distribution output:
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cluster:*> vol show -vserver DEMO - volume flexgroup_local* - fields used ,percent -used,size - sort -
by used
vserver volume size used percent - used

DEMO flexgroup_local___ 0002 2.50TB 85.77MB 5%

DEMO flexgroup_local__0008 2.50TB 85.92MB 5%

DEMO flexgroup_local__ 0003 2.50TB 86.04MB 5%

DEMO flexgroup  _local__0006 250TB 89.72MB 5%
DEMO flexgroup_local__0004 2.50TB 90.34MB 5%

DEMO flexgroup_local__0007 2.50TB 94.10MB 5%

DEMO flexgroup_local__0005 2.50TB 94.18MB 5%

DEMO flexgroup_local___ 0001 2.50TB 94.23MB 5%

DEMO flexgroup_local 20TB 720.3MB 61%
9 entries were displayed.

Figure 20) Spacedistribution across member volumes i dd script.

Remote Access Layer (RAL)

The Remote Access Layer (RAL) is a new mechanism in ONTAP provided with the NetApp FlexGroup
feature. RAL allows a single WAFL message that runs against one member volume to manipulate inodes
in that member wolume and inodes on other member wolumes.

Ingest Heuristics

Ingest heuristics allow ONTAP to make intelligent decisions for file ingest based on a series of decision
points. Member wolumes participating in a FlexGroup wolume refresh ewvery second to ensure an up-to-
date view of the current state of the volumes.

Remote Allocation

A FlexGroup wlume allocates workloads based on the following:

1 How much data a member constituent holds (% used)

1  Amount of available free space in members

1 Last N secondsdworth of new content allocation requests

1 Last N secondsdworth of inode allocations and where they were drawn from
1 Amount of free inodes/files in a member volume (ONTAP 9.3 and later)

A FlexGroup wlume generally favors local placement when possible, but in some cases, remote
allocation of data is more likely. These scenarios include:

1 Creating subdirectories near the top-level junction of the FlexGroup volume
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Creating new files or folders in directories that already have many files or folders
When member constituent space allocation has a high discrepancy in capacity utilization

= =a =

When member constituent volumes approach 90% capacity or inode utilization

9 If there is an unbalanced load (one member is getting more traffic than others)

In some cases, the member will be a different FlexVol wvolume than the parent directory, but the
FlexGroup ingest heuristics tend to favor local traffic for files over remote traffic. For directories, a
FlexGroup wlume tends to favor remote creation over local creation in FlexVol members. As traffic

normalizes on a FlexGroup wlume and the FlexGroup wolume begins to allocate files, the allocation
favors local traffic more and remote traffic hovers around 5 to 10%.

Urgency

Urgency in a FlexGroup wlume is how full a member is (or, as of ONTAP 9.3, how close to the max file
count the wolume is) versus how likely it is to be used for ingest of data. Each node maintains two global
variables used in determining the probability of how likely new data will hit a member wlume in a
FlexGroup wlume:

Free-warning

This variable is setto 50GB by default. This number represents the amount of free space available in a
FlexGroup member and is used to calculate the probability of how urgent it is to place content in remote
members.

Free-danger

This variable is setto 10GB by default. This number represents the threshold at which the member
vol umeds wurgency .wiihgesttiafeic wil awid theomerhb@rovetume until sufficient free
space is added to the member or data is deleted.

Tolerance

Tolerance in a FlexGroup wlume is a measure of usage disparity between members or the percentage of
disparity of used space between members that a FlexGroup wlume can tolerate before generating more
remote allocation decisions.

Tolerance is controlled through three node-level global variables:
Max-tolerance

This value is setto a default of 10%. This means that a member wlume can tolerate up to 10% of the
working-set value (100GB) of used space before it has to send traffic remote a higher percentage of the
time. For example, if one member is >10% more full than another member, traffic will be diverted
elsewhere. Empty member wlumes always use the max-tolerance value.

Min-tolerance

This value is set to a default of 0%. When a member wlume is full, the min-tolerance value is enforced
and traffic is sent remote 100% of the time in an attempt to even up the space distribution.

Working-set

This variable defines the free space lewvel that the max- and min-tolerance percentages use for their
calculations. The default of this value is 100GB.

Caveats

In casesinwhicha member vol ume starts to become Amore ful

performance can deteriorate on the FlexGroup wlume because the workload is creating more remote
hard links.
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In cases in which member wlumes fill up completely in a FlexGroup wolume, the entire FlexGroup volume
reports ENOSPC errors to the client. Remediation steps must be taken to correct the issue (such as
growing the FlexGroup members or deleting data). This also applies to member volumes running out of
inodes. However, ONTAP 9.3 improves the ingest calculations to take member wlume inode counts into
consideration when allocating files.

Local Versus Remote Test

A simple file and directory creation test was performed to measure the local versus the remote placement
for files and directories. The following setup was used:

Two FAS8040 nodes

Two SSD aggregates (non-AFF personality)

Four FlexVol member constituents per aggregate; eight total members

100,000 directories

10,000,000,000 files (100,000 per directory x 100,000 directories)

Red Hat 7.x client

1 Simple mkdir and truncate commands for loops:

=a =4 —a —a —a -

for x in "seq 1 100000°; do mkdir dir$x; done
for x in dir{1..200000}; do truncate - s 1k /mnt/$x/file{1..100000}; done

In the above scenario, the remote allocation of directories was at 90%:

remote_dirs 90 |

The remote allocation of files was only 10%:

remote_files 10 |

The statistics above were pulled from the command statistics show - object flexgroup in
advanced privilege. See the appendix for information about how to collect and view FlexGroup statistics.

6.3 Volume Autogrow

In ONTAP 9.3, support for volume autogrow was added for NetApp FlexGroup wolumes. This support

enables a storage administrator to set an autogrow policy for the FlexGroup wolume that allows ONTAP to

increase the FlexVol size to a predefined threshold when a wlume approaches capacity. This ability is

especially useful in a FlexGroup volume, because wlume autogrow can help prevent member wlumes

from filling prematurely and causing premature iout of spaced scenarios in the
wlume autogrow to a FlexGroup is done in the same way as with a FlexVol wlume. See the appendix for

an example of how to apply volume autogrow.

Note: FlexGroup wlumes can only be grown. Shrinking a FlexGroup wolume is not currently supported.

6.4 64-Bit File Identifiers

Today, NFSV3 in ONTAP uses 32-bit file IDs by default. Doing so provides 2,147,483,647 maximum
unsigned integers. With the 2 billion inode limitin FlexVol, this value fit nicely into the architecture.

Howewer, because NetApp FlexGroup can support up to 400 billion files in a single container, the
implementation of 64-bit file IDs was needed, because they support up to 9,223,372,036,854,775,807
maximum unsigned integers.

NetApp highly recommends enabling the NFS server option - v3- 64bit - identifiers at advanced
privilege level before creating a FlexGroup volume.
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The 64-bit file identifier option is off by default, to make certain that legacy applications that require 32-bit
file identifiers are not unexpectedly affected by ONTAP changes before administrators can properly
evaluate their environments.

This option can be found at the advanced privilege lewvel.

[ -v3-64bit - identifiers {enabled|disabled}] - Use 64 Bits for NFSv3 FSIDs and File IDs (privilege:
advanced)
This optional parameter specifies whether Data ONTA P uses 64 hits (instead of 32 bits) for file

system identifiers (FSIDs) and file identifiers (file IDs) that are retumed to NFSv3 clients. If
you change the value of this parameter, clients must remount any paths over which they are using
NFSv3. When - v3-fsid - change is disabled, enable this parameter to avoid file ID collisions.

To enable:

cluster::> setadvanced
cluster:*> nfs server modify -vserver SVM-v3-64bit - identifiers enabled

After enabling or disabling this option, you must remount all clients. Otherwise, because the file system
IDs change, the clients might receive stale file handle messages when attempting NFS operations.

If a FlexGroup wolume will not exceed 2 billion files, you can leave this value unchanged. However, to
prevent any file ID conflicts, the inode maximum on the FlexGroup wlume should also be increased to no
more than 2,147,483,647.

System Manager Support

Starting in ONTAP 9.2, it is also possible to enable/disable the NFS sener option from OnCommand
System Manager. To do this, navigate to the SVM and select SVM Settings from the menu tabs.

Figure 21) SVM Settings tab.

NetApp OnCommand System Manager

Dashboard | Applications | LUNs | SVMs | MNetwork | Storage Tiers | Hardware and Diagnostics - | Protection - | Configurations

DEMO hd Overview Volumes Application Provisioning MNamespace Shares LUNs Qtrees

Click the NFS link on the left, under Protocols and then click Edit. The SVM Settings dialog box that
opens contains a checkbox that allows you to enable or disable 64-bit file identifiers.

Fgure 22) Enable/disable 64-bit file identifiers in System Manager.

SVM Settings
Edit NFS Settings *
Protocols - @ Dissbie | B Edit | £} Refresh &
CIFS
Server Status: @Enatied #) Support version 3
_
Configuration NF5 Version 3 Features
isCsl -
Version 3 Support: Enabled #| Enable 84-bit F5IDs and File Identifiers
FC/FCoE ) )
Version 4 Support: Enabled €D tis recommended that you enable 64-bit NFSv3 FSIDs and File Identifiers
Policies Version 4.1 Support: Enabled to avoid conflicts between File 1Ds on a FlexGroup volume as the conflict of
file IDs results in I/O failure. Before enabling &4-bit FSIDs and File
Export Policies Identifiers, ensure that there are no 32-bit client applications as they wil
not be supported. After enabling the 64-bit NFSv3 FSIDs and File Identifiers,
Efficiency Policies itis recommended that you remount all the connected NFSV3 clients.
Protection Policies

After enabling or disabling this option, all clients must be remounted, because the file system IDs change
and the clients might receive stale file handle messages when attempting NFS operations.
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Impact of File ID Collision

If 64-bit file IDs are not enabled, the risk of file ID collisions increases. When a file ID collision occurs, the

impact canrange foma fist ale file handled error on the client t
application failing entirely. In most cases, it is imperative to enable the 64-bit file ID option when using

NetApp FlexGroup wolumes.

Effects of File System ID (FSID) Changesin ONTAP

NFS makes use of a file system ID (FSID) when interacting between client and sener. This FSID lets the
NFS client know where data lives inthe NFSs er ver 6s f i | e ONVAP tcan span nBubipledile s e
systems across multiple nodes by way of junction paths, this FSID can change depending on where data
lives. Some older Linux clients can have problems differentiating these FSID changes, resulting in failures
during basic attribute operations, such as chown, chmod, and so on.

An example of this issue can be found in bug 671319. If disabling the FSID change with NFSV3, be sure
to enable the new -\3-64bit-identifiers option in ONTAP 9, but keep in mind that this option could affect
older legacy applications that require 32-bit file IDs. NetApp recommends leaving the FSID change option
enabled with NetApp FlexGroup wolumes to help prevent file ID collisions.

How FSIDs Operate with Snapshot Copies

When a Snapshot copy of a volume is taken, a copy of
access later. The file theoretically exists in two locations.

With NFSv3, ewven though there are two copies of essentially the same file, the FSIDs of those files are
not identical. FSIDs of files are formulated using a combination of NetApp WAFL inode numbers, volume
identifiers, and Snapshot IDs. Because every Snapshot copy has a different ID, every Snapshot copy of a
file has a different FSID in NFSV3, regardless of the setting of the option - v3- fsid - change . The NFS
RFC spec does not require FSIDs for a file to be identical across file versions.

Note: The -v4-fsid -change option does not apply to NetApp FlexGroup wolumes, because NFSw4 is
currently unsupported with FlexGroup wolumes.

Directory Size Considerations

In ONTAP, there are limitations on the maximum directory size on disk. This is known as maxdirsize. By
default, the maxdirsize for a wolume is 1% of the system memory in KB, which means maxdirsize can vary
depending on the hardware platform for performance considerations.

With newer platforms, such as the A800, the memory footprint is large, so maxdirsize has been limited to
320MB by default.

How many files can fit into a single directory with the default maxdirsize?

This KB article (internal and partner only) does a great job of breaking down the math to figure out
whether a directoryd s i ndex wi | | cause maxdirsize issues. I f you
example of how many files can fit into a single directory in a larger memory system by default.

CIFS/SMB files use up more space per file than NFS due to the namelength size and Unicode enoding.
Therefore, wolumes that are accessed via SMB (either dedicated SMB or multiprotocol NAS) can hold
fewer files per folder than NFS-only wolumes.

The formulas to figure out the number of files are:

T  Memory in KB * 53 *25% for SMB/multiprotocol
1  Memory in KB * 128 *25% for NFS
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Since the maxdirsize is set to 320MB by default on larger systems, the maximum number of files would
be:

1 4,341,760 for SMB/multiprotocol

1 10,485,760 for NFS

What EMS messages are sent when maxdirsize is exceeded?

The following EMS messages are triggered when maxdirsize is either exceeded or close to being
exceeded. Warnings are sent at 90% of the maxdirsize value and can be viewed with the event log
show command or via the OnCommand System Manager event section (example below). OnCommand
Unified Manager can be used to monitor maxdirsize, trigger alarms, and notify before the 90% threshold.

Message Name: wafl.dir.size.max
Severity: ERROR

Corrective Action: Use the "volume file show - inode" command with
the file ID and volume name information to find the file path. Reduce the n umber offiles in the
directory. If not possible, use the (privilege:advanced) option "volume modify - volume vol_name -
maxdir - size new_value" to increase the maximum number of files per directory. However, doing so
could impact system performance. If you n eed to increase the maximum directory size, work with

technical support.
Description: This message occurs after adirectory has
reached its maximum directory size (maxdirsize) limit.
Supports SNMP trap: true
Destinations: -
Number of Drops Between Transmissions: 0
Dropping Interval (Seconds) Between Transmissions: 0

Message Name: wafl.dir.size.max.warnin g
Severity: ERROR
Corrective Action: Use the "volume file show - inode" command with
the file ID and volume name information to find the file path. Reduce the number offiles in the
dir ectory. If not possible, use the (privilege:advanced) option "volume modify - volume vol_name -
maxdir - size new_value" to increase the maximum number of files per directory. However, doing so
could impact system performance. If you need to increase the maxim um directory size, work with

technical support.
Description: This message occurs when a directory has
reached or surpassed 90% of its current maximum directory size (maxdirsize) limit, and the

current maxdirsize is les sthanthe default maxdirsize, whichis 1% of total system memory.
Supports SNMP trap: true
Destinations: -
Number of Drops Between Transmissions: O
Dropping Interval (Seconds) Between Transmissions: 0

Message Name: wafl.dir.size.warning
Severity: ERROR

Corrective Action: Use the "volume file show - inode" command with
the file ID and volume name information to find the file path. Reduce the number offiles in the
directory. If not possible, use the (privilege:advanced) optio n "volume modify - volume vol_name -

maxdir - size new_value" to increase the maximum number of files per directory. However, doing so
could impact system performance. If you need to increase the maximum directory size, work with
technical support.
Description: This mesaage occurs when a directory surpasses
90% of its current maximum directory size (maxdirsize) limit.
Supports SNMP trap: true
Destinations: -
Number of Drops Between Transmissions: 0
Dropping Interval (Seconds) Between Transmissions: 0
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Fgure 23) OnCommand System Manager Event screenwith maxdirsize warning.

Impact of Increasing maxdirsize

When a single directory contains a large number of files,thel ookups (such as i n a

consume | arge amounts of CPU and memory. I n ONTAP

creates an index file for directory sizes exceeding 2MB to help offset the need to perform so many
lookups and awid cache misses. In most cases, this helps large directory performance. Howewer, in the
case of wildcard searches and readdir operations, indexing is not of much use.

Do FlexGroup volumes avoid maxdirsize limitations?

In NetApp FlexGroup wlumes, each member wolume has the same maxdirsize setting. Even though a
directory could potentially span multiple FlexVol member wlumes and nodes, the maxdirsize

performance impact can still come into play, because directory size is the key component, not individual
FlexVol wlumes. Therefore, the size of a directory will still be an issue. Thus, NetApp FlexGroup wolumes
do not provide relief for environments facing maxdirsize limitations. Although newer platforms offer more
memory and CPU, and the AFF systems provide performance benefits, the best way to reduce
performance impact in directories with large numbers of files is to spread files across more directories in a
file system.

Impact of Exceeding maxdirsize

When maxdirsize is exceeded in ONTAP, an fAout of
EMS message is triggered. To remediate this, the storage administrator must increase the maxdirsize
setting or mowe files out of the directory. For more information on remediation, see KB 000002080 on the
NetApp Support site.

7 Features of NetApp FlexGroup

NetApp FlexGroup features are grouped into the following categories:
1 Simplicity

1 Data Protection

1 Storage Efficiencies
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