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Abstract

Effectively using storage at scale is how organizations are addressing the current challenges
with IT. Challenges include offering services that are easy to consume, that scale up or down
with business needs, and that evolve quickly as the organization evolves. Building a modern
IT infrastructure that integrates easily with existing enterprise infrastructure components is
what enables the flexibility to take advantage of current business markets. The combined
solution of NetApp® SolidFire® and AltavVaultE technology provides the infrastructure that is
needed to leverage highly flexible services.
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1 Solution Overview

NetApp SolidFire all-flash arrays provide a scale-out storage solution that offers ease of management
with a predictable workload performance. To offer a broad range of storage classes to best fit the
workloads, modern data centers are combining the latest storage technologies based on flash, NL-SAS,
and object storage. All-flash arrays address the need for the performance workloads that applications
demand. Cloud object storage can offer several types of service levels to meet various requirements for
maintaining backup copies of primary data for long retention periods.

This guide describes the use of NetApp AltaVault to back up data to the cloud from SolidFire primary
storage. The overall solution addresses a wide range of needs by using scale-out flash-based primary
storage for performance workloads while leveraging cloud economics and scale for efficient backup data
storage.

As an example of an architecture that can be designed, Figure 1 illustrates the use of a cluster of
SolidFire all-flash arrays to provide storage for database servers, application servers, and virtual server
clusters. By using an enterprise backup application, such as Veritas NetBackup, itd possible to back up
server data to one or more AltaVault appliances. AltaVault optimizes the backup data with variable
segment deduplication and compression. The data can be stored in a wide range of cloud storage
solutions, including NetApp StorageGRID® Webscale for a private cloud solution. Typically, the SolidFire
and AltaVault systems are close to the infrastructure servers. AltaVault replicates across a WAN to a
cloud object storage. For increased protection against site failures, StorageGRID Webscale, as illustrated
in Figure 1, can be a single grid across multiple sites.

Figure 1) Example architecture.
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1.1 SolidFire Overview

NetApp SolidFire provides all-flash storage that offers scale-out capacity and predictable performance
without data migration. SolidFire SF-Series nodes include the Element OS software, a storage operating
system that is built from the ground up to enable the next-generation data center.

Key features of SolidFire include the ability to respond to changing demands rapidly and with greater
agility than ever before. These features include:
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91 Linear scale of both performance and capacity
On-demand expansion or reduction of storage resources as needs dictate

1 Mixed-node compatibility for future-proofed storage investments that eliminate forklift upgrades and
storage migrations

1 Quality of service that provides the ability to support application SLAs for multitenant workloads that
demand minimum performance guarantees

=a

1.2 AltaVault Overview

NetApp AltaVault delivers enterprise-class data protection and storaged at up to 90% less cost than on-
premises solutions do.

Organizations can benefit from the flexibility and economics of cloud and can cut management costs and
complexity. An existing data storage infrastructure can be augmented with AltaVault, which is:

1 Efficient: Uses inline deduplication and compression for up to 30:1 data-reduction ratios
1 Open: Integrates easily into your existing backup architecture and favorite cloud provider

1 Secure: Offers end-to-end security for data at rest and in flight by using FIPS 140-2 Level 1i
validated encryption

1 Simple: Takes you from zero to protected in less than 30 minutes through an intuitive management
console

AltaVault appliances are available as software-only virtual appliances or as cloud-based appliances, or for
more demanding performance and capacity environments, they are available as physical appliances. The
physical appliances offer the highest throughput and offer expandable capacity by the addition of disk
shelves.

AltaVault provides off-site and disaster recovery features from cloud storage. This recovery could be at an
alternate or a disaster recovery site, or it could be recovery to a cloud-based disaster recovery solution.

Figure 2) AltaVault ecosystem.
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AltaVault provides a secure means to use public cloud for storage of backup data. All data that is backed
up to AltavVault is stored in encrypted format both at rest and in flight to cloud storage. AltaVault provides
FIPS 140-2i level security and can store encryption keys and credentials locally for easy management of
a small number of appliances. For larger infrastructures that use centralized key management servers,
AltaVault provides the ability to store encryption keys and credentials locally or in the central key server
by using the industry-standard Key Management Interoperability Protocol.
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AltaVault is designed to allow the most recent backup data to remain locally cached. All data is replicated
to cloud storage. Cloud storage can consist of a private object storage solution for replication between
sites of data that cannot be stored in a public cloud.

The advantages of using AltaVault for backup to the cloud include its open ability to work with one or
more backup applications or built-in database backup products. This feature allows a flexible
infrastructure in which one or more applications can move the data to a single AltaVault appliance.

2 Solution Description

The solution tested in this guide consisted of a NetApp SolidFire cluster that provided iSCSI LUNs to
Windows 2008 R2 servers. NetBackup was used and leveraged the NetApp AltaVault OpenStorage
(OST) integration. The AltaVault OST plug-in was installed on a media server. AltaVault was configured
to replicate data to a private cloud storage system that was provided by NetApp StorageGRID Webscale
object storage.

Configuration components (Figure 3) included:

1 SolidFire all-flash cluster

1 AltaVault AVA-v2 virtual appliance

1 Windows 2008 R2 server

1 NetBackup 7.7 with NetApp AltaVault OST plug-in

The network connections that were used for moving data were 10Gb Ethernet. SolidFire and AltavVault
provided multiple 10Gb Ethernet ports for redundancy.

To support disaster recovery in case of a site failure, the StorageGRID Webscale was configured as a
grid in a separate data center from the primary data.

Options for performing disaster recover include the use of a virtual AltaVault appliance at the second data
center. An administrator can export a configuration file from AltaVault and import that file into a second
virtual appliance and provide access to the data for restoration. After the initial restores for the disaster
recovery of the NetBackup server, the primary application servers can be restored and brought back into
operation. At that point, i t pdssible to continue backups to the DR AltaVault and reverse the process
when the primary data center is back online.

Figure 3) Tested configuration.
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NetBackup was configured to use Storage Lifecycle Policies. This feature of NetBackup works together
with OST integration with AltaVault to provide NetBackup with catalog visibility. NetBackup gains visibility
both into the local backup to the AltaVault cache and into the replication of the image data to cloud
storage.
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From the AltaVault appliance, two OST shares were configured to represent the local copy and the
remote cloud copy of the backup images. A NetBackup policy was configured to back up the data from
the iISCSI LUN that was hosted on a SolidFire volume. The policy links the backup client, the data source,

and the OST storage units with a Storage Lifecycle Policy, as shown in Figure 4. The completed backup
job is shown in Figure 5.

Figure 4) NetBackup Storage Lifecycle Policy.

ﬂ(hange Storage Lifecycle Policy E3 [
[ Storage Lifecycle Policy | Validation Report |
Storage lifecycle policy name: Data classification: Priority for secondary operations:
N data classificat L. ' 0| % (higher number is greater priority)
Operation Window | TargetMaster]  Storage | Volume Pool | Media Owner| Retention Ty..] Retention P...| Alternate Re... Preserve m. |
Backup - - & ostshar... - - Fixed 2 weeks - No
Duplication Default_24x.. -- &4 ostshar... - - Fixed 1 month - No
‘ I []
Add...
State of secondary operation processing
To find impact on Policies associated with this SLP due to
® Active change in configuration click here.
Postponed Validate Across Backup Policies

The Storage Lifecycle Policy shows the operations that NetBackup should do with the data. The first
operation is to back up the data from the iISCSI LUN to the AltaVault regular OST share. The next
operation is for NetBackup to inform the AltaVault appliance to perform an optimized duplication of the
backup images. The operation occurs on the AltaVault appliance so that NetBackup has two copies of the
data but has to move the data only one time. The optimized duplication operation completes when all the
data from the backup has been replicated to the cloud storage.
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Figure 5) NetBackup job details.
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3 Reporting Capabilities

3.1 SolidFire Reports

NetApp SolidFire provides graphical reporting capabilities in the administration webpage (Figure 6). This
webpage shows the overall cluster capacity utilization as well as bandwidth and performance information.
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Figure 6) SolidFire main administration view.
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Additional reports provide detailed information about the performance of volumes. Bandwidth and latency
are represented as graphs over time, and counters for current, average, and peak values are included
(Figure 7).
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Figure 7) SolidFire volume statistics.
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3.2 AltaVault Reports

AltaVault provides graphical reports in the administration webpage (Figure 8). The home page for the
AltaVault GUI gives an overview of the appliance health and configuration. Capacity and replication
information is provided to show an overall appliance status.
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Figure 8) AltaVault main administration view.

AltaVault provides additional graphs that are accessible from the Reports menu. The available reports
include:
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Memory, disk, and network interface counter statistics are also available

The storage optimization report (Figure 9) shows details about how much data has been written to the
AltaVault appliance over time. It shows details about the capacity of the appliance. The expanded data
size is the raw data size that is written by the backup application. The deduplicated data size shows how
much capacity is used for the data after it has been deduplicated, compressed, and encrypted.
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