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Abstract 

As enterprises make the shift to an OpenStack-based cloud infrastructure, there is an 

increasing need for best practices and deployment procedures that maximize availability and 

reduce deployment risk. This guide is targeted at architects, administrators, and others who 

are responsible for the deployment and maintenance of an OpenStack-based cloud. The 

guide explains how to use the advanced deployment features of SUSE OpenStack Cloud 5 to 

greatly reduce initial deployment time; standardize components; and produce a highly 

available, easily maintainable cloud based on SUSE OpenStack Cloud 5 and the NetApp
®
 

clustered Data ONTAP
®
 operating system. This combination is a certified and proven solution 

in use today by both enterprises and service providers. 
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1 Solution Overview 

SUSE OpenStack Cloud 5 provides the tools for deploying a Juno-based OpenStack cloud on NetApp 

clustered Data ONTAP storage using the NFS and iSCSI protocols. This solution deployment guide 

contains the steps for creating a highly available OpenStack cloud that can fulfill the stringent service-

level agreements typically required by enterprises and service providers. The components are pretested 

and validated, and they provide a solution that can be supported and maintained with a low total cost of 

ownership. 

1.1 Solution Technology 

This deployment guide follows the design principles set forth in the solution design guide, TR-4323-

DESIGN: Highly Available OpenStack Deployments Built on NetApp Storage Systems, which serves as a 

foundation for specific use cases and deployments. Many technological challenges arising from clustering 

and high availability are addressed here, in this deployment guide, by using SUSE OpenStack Cloud 5 

and the underlying Chef recipes. This guide outlines deployment methodologies and provides higher-level 

commentary. Those looking for a more thorough discussion of the theory and practice associated with the 

solution should refer to the solution design guide. 

OpenStack 

OpenStack is an open-source project that implements services for establishing infrastructure as a service 

(IaaS) under the Apache 2.0 license. The project is managed by the OpenStack Foundation, a nonprofit 

corporate entity established in 2012 to promote, protect, and empower OpenStack software and its 

associated community. OpenStack technology consists of a series of modular projects that control large 

pools of processing, storage, and networking resources throughout a data center. These pools are all 

managed through a single dashboard that gives administrators control and empowers users with self-

service provisioning of resources. 

OpenStack on NetApp 

OpenStack in its earliest inception was an open competitor to Amazon Web Services (AWS) and shared 

many design principles with AWS. Therefore, it lacked a focus on traditional enterprise applications that 

benefit from highly available storage and relied instead on the applications themselves to manage data 

redundancy, availability, and archiving.  

This scenario is changing, however, as enterprises deploy OpenStack and look to migrate all of their 

workloads into an internal cloud because of the inherent efficiencies of this approach. OpenStack has 

steadily gained features and deployment tools that allow high availability at the control plane, hypervisor, 

and storage tiers. Enterprises are looking for a single solution that can meet the requirements of all of 

their workloads rather than piecing together various different solutions.  

NetApp is the only storage solution provider that has proven deployments and the data management 

features to accommodate all workloads in a fully supportable manner. With the advanced capabilities of 

SUSE OpenStack Cloud 5, NetApp block storage can be used as the core foundation for the OpenStack 

STONITH configuration, the back-end datastore for Glance NFS files, the NFS volumes containing the 

PostgreSQL and RabbitMQ datastores, and the Cinder volume driver for NetApp FAS systems. 

SUSE and NetApp for OpenStack 

One of the key lessons of the last few years is that tightly integrated solutions are critical to unlocking 

business value. Just having a good standalone technology is no longer adequate; such a technology 

must also be tightly integrated into the full stack of components (network, application, and storage) to 

deliver a low total cost of operations and ownership. 

http://www.netapp.com/us/system/pdf-reader.aspx?m=tr-4323.pdf
http://www.netapp.com/us/system/pdf-reader.aspx?m=tr-4323.pdf
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Another key lesson is that customers do not want integration at the expense of best-in-class components. 

Rather, customers want excellence in integration as well as high quality in the individual components of a 

solution. This is where the partnership between NetApp and SUSE comes to the fore. The leading 

provider of enterprise-class storage for OpenStack deployments has joined with a leading provider of 

Linux and OpenStack distributions to make a compelling solution that delivers on this promise. 

Solution Description 

This solution leverages SUSE OpenStack Cloud 5, an enterprise, open-source cloud-computing platform 

that rapidly deploys and easily manages highly available, mixed-hypervisor IaaS clouds. SUSE 

OpenStack Cloud provides ease of deployment, standardization, and reduced project risk. SUSE and 

NetApp have prevalidated SUSE OpenStack Cloud 5 with NetApp storage. The OpenStack Tempest 

certification suite validates the NetApp Cinder drivers. 

The storage foundation for the OpenStack cloud is the NetApp clustered Data ONTAP operating system 

running on NetApp FAS hardware. Features in SUSE OpenStack Cloud and Data ONTAP protect all of 

the critical components of the infrastructure. High availability for the network components is achieved 

through the use of Link Aggregation Control Protocol (LACP) (IEEE 802.3ad) and network interface 

bonding of two 10GbE interfaces with IEEE 802.1Q VLAN tags to provide separation and security for the 

virtual networks. This approach provides the benefits of redundancy, failover, and high throughput during 

normal operations with a minimum number of switch ports. 

FAS controllers, deployed using the same network design principles, enable seamless live migration of 

workloads in a shared infrastructure and can grow both horizontally and vertically. Data ONTAP storage 

does not suffer from the lack of data density or high replica counts that some open-source object and 

block storage solutions do. This Data ONTAP capability is critical at scale and can greatly reduce the use 

of data center floor space, heating, cooling, and power. Data center cost per square foot increases when 

existing space is not optimally utilized, thereby necessitating the creation of new space.  

Figure 1 shows the technical components of the solution. 

Figure 1) Solution components. 
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1.2 Use Case Summary 

This solution has the following primary use cases: 

¶ Public cloud deployment 

¶ Private cloud deployment 

¶ Hybrid cloud deployment 

2 Cloud Deployment Methodology 

2.1 Technology Requirements 

The deployment of SUSE OpenStack Cloud on NetApp Data ONTAP requires a number of hardware and 

software components to achieve high availability (HA). 

Hardware Requirements  

Table 1 lists the hardware components required to implement the primary use cases. 

Table 1) Hardware requirements. 

Hardware Quantity 

x86_64 servers 11 or more 

FAS controllers 1 Data ONTAP HA cluster with 2 or more nodes 

Network switches with support for link aggregation 
and LACP 

2 for HA 

Software Requirements 

Table 2 lists the software components required to implement the primary use cases. 

Table 2) Software requirements. 

Software Count and Version 

FAS NFS license 1 (minimum version: Data ONTAP 8.1) 

FAS iSCSI license 1 (minimum version: Data ONTAP 8.1) 

FAS NetApp FlexClone
®
 license 1 

SUSE OpenStack 5 license 1 SUSE OpenStack Cloud administration server 

9 SUSE OpenStack Cloud control nodes 

3 to 200 SUSE OpenStack Cloud compute nodes 

Overview of Laboratory Setup 

The laboratory environment used for this deployment included a Cisco Nexus 5020 switch running Cisco 

NX-OS Release 5.2(1)N1(7) with edge connectivity to the rack though Cisco Nexus 2232P 10GbE fabric 

extenders with four 10GbE uplinks to the 5020 switch. For the 1GbE connections to the management 

network, Cisco Nexus 2248TP-E fabric extenders were used with two 10GbE uplinks to the 5020 switch. 

All storage controllers and servers were connected through two 10GbE network ports that were bonded 

or paired and a single 1GbE connection for management network traffic. All servers and storage were 

also equipped for out-of-band management through 1GbE links. Redundant network tiers were used per 



6 SUSE OpenStack Cloud 5 on NetApp Clustered Data ONTAP: Solution Deployment © 2015 NetApp, Inc. All right reserved 

 

the HA reference architecture and were provided through redundant connections to physically separate 

the fabric extenders behaving as a single logical switch. 

The servers were standard x86_64-compatible hardware with full virtualization support, 128GB of RAM, 

and dual Intel Xeon CPU E5-2630 v2 @ 2.60GHz processors. The FAS controllers used for this 

deployment were FAS2240-4 nodes in a two-node cluster. The specific host configurations, described in 

Table 3, apply only to the Cisco switches. The Linux host settings are generic and could be used with any 

switch that supports LACP 802.3ad link aggregation. 

Table 3) Logical network configuration for laboratory setup. 

Network Name Network Address VLAN ID 

Default (management) 192.168.124.0/24 ï 

Public 192.168.126.0/24 300 

Private 192.168.123.0/24 500 

Storage 172.20.124.0/24 3002 

Data ONTAP cluster interconnect 169.254.248.122/16 ï 

Note: The networks listed in Table 3 were used for the deployment described in this guide. The default 
network on the used switching gear is VLAN 0. Therefore, VLAN tagging was not required for this 
network. 

Figure 2 illustrates the physical and logical cabling of the port channels and VLAN-tagged networks. The 

management network uses a standard single-VLAN access port because of the requirement for 

PXE/DHCP booting from the primary network interface of the servers. 

Figure 2) Network overview. 
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2.2 Deployment Procedures 

Deploying SUSE OpenStack Cloud 5 on clustered Data ONTAP storage involves the following tasks: 

¶ Set Up Switch Ports Using Link Aggregation for All Nodes 

¶ Create or Modify Storage Virtual Machine 

¶ Set Up iSCSI LUNs for Shared Block Device Clustering 

¶ Set Up PostgreSQL, RabbitMQ, Glance, and Cinder Volumes 

¶ Build and Configure SUSE OpenStack Cloud 5 Installation Host 

¶ Modify Network Configuration with YaST2 

¶ Run Installation Script 

¶ Discover All Target Hosts in Cluster 

¶ Install All Nodes with Bulk Edit 

¶ Set Up Block Devices on Cluster Hosts 

¶ Deploy Pacemaker Clusters 

¶ Deploy OpenStack Services  

SUSE OpenStack Cloud 5 Installer Overview 

The SUSE OpenStack Cloud 5 installer is an advanced tool for deploying both the SUSE Linux operating 

system and the OpenStack services. It is based on the AutoYaST deployment toolset and Crowbar 

technology, which utilizes the Chef configuration management language.  

The installer is logically organized into components that are referred to as barclamps. These high-level 

structures enable the deployment of specific parts of the OpenStack technology framework. For example, 

to deploy the Keystone service, you can set up an associated barclamp to manage the deployment of 

Keystone packages and then configure and start the Keystone service.  

Barclamps are deployed in a specific order, and they have dependencies that must be satisfied in the set 

order. The GUI deployment tool has the barclamps organized in the proper order, from top to bottom. To 

deploy one of the barclamps, you must create what is called a proposal and apply it to the barclamp. 

More than one proposal might be associated with each barclamp. For example, the Pacemaker clustering 

service has three clusters and three associated proposals in this deployment guide. 

Set Up Switch Ports Using Link Aggregation for All Nodes 

All hosts in this deployment use a single standard interface for management and a pair of 10GbE bonded 

interfaces for other traffic. This configuration allows hosts to boot to a single interface for installation but 

then switch to a bonding configuration. It is important to properly match the interface pairs to the physical 

ports to which the host is cabled. 

To set up switch ports using link aggregation for all nodes, apply the following switch settings for the 

bonded interface ports: 

stl5020 - L2E33(config - if)# show run int e104/1/8  

 

interface Ethernet104/1/ 8 

  switchport mode trunk  

  switchport trunk allowed vlan 300,500,3002  

  channel - group 1029  mode passive  

 

stl5020 - L2E33(config - if)# show run int e104/1/24  

 

interface Ethernet104/1/24  

  switchport mode trunk  

  switchport trunk allowed vlan 300,500,3002  

  channel - group 1029  mode passive  
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stl5020 - L2E33(config - if)# show run int port - channel 1029  

 

interface port - channel1029  

  description "rx300s8 - 29 10g"  

  switchport mode trunk  

  switchport trunk allowed vlan 300,500,3002  

  speed 10000  

Create or Modify Storage Virtual Machine 

To create a storage virtual machine (SVM; formerly called Vserver) on the Data ONTAP administrative 

console, use the vserver setup  command or click Create in the NetApp OnCommand
®
 System 

Manager GUI tool. You can find detailed information about setting up a multiprotocol SVM in the 

ñMultiprotocol Server Configuration Express Guideò for your release of Data ONTAP. The guide is 

available from the Data ONTAP documentation library in the NetApp Support site. 

If you have an existing SVM that you want to use for your cloud services, you can modify its settings to 

suit your requirements. The SVM must have the iSCSI and NFS protocols enabled, and the parent 

storage cluster must have licenses for these protocols and a valid FlexClone license.  

All of the administrative, iSCSI, and NFS IP addresses for logical interfaces (LIFs) used in this 

deployment were created within the storage subnet outlined in Table 3. You can also have FAS cluster 

administrative interfaces in a separate IP subnet and use the advanced or raw panel of the Network 

barclamp in SUSE OpenStack Cloud 5 to create an additional network to accommodate this subnet. For 

detailed instructions on how to create additional networks, see the SUSE Cloud 5 Deployment Guide. 

To modify an existing SVM, complete the following steps: 

1. Run the following commands to modify the SVM: 

vserver modify - vserver suse - cloud5 - allowed - protocols nfs,iscsi  

vserver show - vserver suse - cloud5 - fields all owed- protocols  

2. Ensure that the NFS v4.1 protocol is enabled with parallel NFS (pNFS) and vStorage support.  

vserver nfs create - vserver suse - cloud5 - v3 enabled - v4.0 enabled - v4.1 enabled - v4.1 - pnfs 

enabled - vstorage enabled  

vserver nfs status - vserver suse - cloud5  

3. Ensure that the NetApp ONTAPI
®
 web service is running. 

Note: The ONTAPI service must be running for the NetApp Cinder driver to function properly. 

vserver services web modify - vserver suse - cloud5  - name ontapi - enabled true  

Set Up iSCSI LUNs for Shared Block Device Clustering 

You must set up data LIFs for iSCSI and a portset composed of two LIFs to allow clustering of shared 

block devices. A portset is a collection of ports that can be associated with an initiator group (igroup). 

Portsets are used to limit the ports that can be used by the initiators in an igroup to access a target LUN. 

To set up the iSCSI LUNs, complete the following steps: 

1. Create network interfaces in the storage network: 

a. Create the first iSCSI interface. 

net int create - vserver suse - cloud5 - lif sbd1 - role data - data - protocol iscsi - home- node OPSK- 01-

n1 - home- port e0b  - address 172.20.124.9  - netmask 255.255.255.0  

b. Create the second iSCSI interface. 

http://mysupport.netapp.com/documentation/productlibrary/index.html?productID=30092
https://www.suse.com/documentation/suse-cloud-5/book_cloud_deploy/?page=/documentation/suse-cloud-5/book_cloud_deploy/data/book_cloud_deploy.html
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Important 

Ensure that the second iSCSI interface resides on a physically separate node for high availability. 

 

net int create - vserver suse - cloud5 - lif sbd2 - role data - data - protocol iscsi - home- node OPSK- 01-

n2 - home- port e0b  - address 172.20.124.10 - netmask 255.255.255.0  

2. Create the portset for the two interfaces.  

portset create - vserver  suse - cloud5 - portset portset - sbd - protocol iscsi - port - name sbd1 sbd2   

3. Create three igroups to define which nodes will have access to which LUNs. This deployment 
contains three Pacemaker clusters, so create three igroup sets. 

igroup create - vserver suse - cloud5 - igroup data  - protocol iscsi - ostype linux - initiator -  -

portset portset - sbd  

igroup create - vserver suse - cloud5 - igroup services  - protocol iscsi - ostype linux - initiator -  -

portset portset - sbd  

igroup create - vserver suse - cloud5 - igroup network  - protocol iscsi - ostype linux - initiator -  -

portset portset - sbd  

4. Create a thick-provisioned NetApp FlexVol
®
 volume on the NetApp storage to contain the iSCSI 

LUNs that will be used for clustering through the shared block devices. 

volu me create - vol ume sbd - vserver suse - cloud5  - aggregate aggr3 - size 10G - state online - type RW 

- policy default  - unix - permissions -- trwxrwxrwx  - space - guarantee volume - snapshot - policy default -

foreground true - security - style unix - junction - path /vol/sbd  

5. Set up the LUNs on the FAS storage system. You need three LUNs for each Pacemaker cluster, for a 
total of nine LUNs. 

lun create - vserver suse - cloud5 - path /vol/sbd/disk1 - size 40m - ostype linux - space - reserve 

enabled  

lun create - vserver suse - cloud5 - path /vol/ sbd/disk2 - size 40m - ostype linux - space - reserve 

enabled  

lun create - vserver suse - cloud5 - path /vol/sbd/disk3 - size 40m - ostype linux - space - reserve 

enabled  

lun create - vserver suse - cloud5 - path /vol/sbd/disk4 - size 40m - ostype linux - space - reserve 

enabled  

lun create - vserver suse - cloud5 - path /vol/sbd/disk5 - size 40m - ostype linux - space - reserve 

enabled  

lun create - vserver suse - cloud5 - path /vol/sbd/disk6 - size 40m - ostype linux - space - reserve 

enabled  

lun create - vserver suse - cloud5 - path /vol/sbd/disk7 - size 40m - ostype linux - space - reserve 

enabled  

lun create - vserver suse - cloud5 - path /vol/sbd/disk8 - size 40m - ostype linux - space - reserve 

enabled  

lun create - vserver suse - cloud5 - path /vol/sbd/disk9 - size 40m - ostype linux - space - reserve 

enabled  

6.  Map the LUNs to the three igroups that you created in step 3. 

lun map - vserver suse - cloud5 - path /vol/sbd/disk1 - igroup data - lun - id 0  

lun map - vserver suse - cloud5 - path /vol/sbd/disk2 - igroup data - lun - id 1  

lun map - vserver suse - cloud5 - path /vol/sbd/disk3 - igroup data - lun - id 2  

lun map - vserver suse - cloud5 - path /vol/sbd/disk4 - igroup services - lun - id 3  

lun map - vserver suse - cloud5 - path /vol/sbd/disk5 - igroup services - lun - id 4  

lun map - vserver suse - cloud5 - path /vol/sbd/disk6 - igroup services - lun - id 5  

lun map - vserver suse - cloud5 - path /vol/sbd/disk7 - igroup network - lun - id 6  

lun map - vserver suse - cloud5 - path /vol/sbd/disk8 - igroup network - lun - id 7  

lun map - vserver s use - cloud5 - path /vol/sbd/disk9 - igroup network - lun - id 8  

7. Add initiators to the igroups. The igroups will be modified on each host in later steps to match the host 
name. The igroups ease administration and make identification of ownership more convenient.  
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The host names in bold in the command line are derived from the MAC address of the primary 
interface that boots through DHCP/PXE to the SUSE OpenStack Cloud 5 installation server. The 
primary interface is normally eth0. 

Note: If needed, you can run the three commands for adding the initiators after the nodes have 
been added to their respective clusters. 

igroup add - vserver suse - cloud5 - igroup data - initiator iqn.1996 - 04.de.suse:01: d52- 54- 00- bc - 13-

d8 ,iqn.1996 - 04.de.suse:01: d52- 54- 00- c5 - de- 0a ,iqn.1996 - 04.de.suse : 01 :d52 - 54- 00- f3 - 54- 01  

 

igroup add - vserver suse - cloud5 - igroup services - initiator iqn.1996 - 04.de.sus e: 01 :d52 - 54- 00- 28-  

f8 - 0a ,iqn.1996 - 04.de.sus e: 01 :d52 - 54- 00- 80- ce - b2 ,iqn.1996 - 04.de.sus e: 01 :d52 - 54- 00- 97- 59- 1c  

 

igroup add - vserver suse - cloud5 - igroup netw ork - initiator iqn.1996 - 04.de.suse:01: d52- 54- 00- 60-  

24- c2 ,iqn.1996 - 04.de.suse:01: d52- 54- 00- 79- d1- 72 ,iqn.1996 - 04.de.suse:01: d52- 54- 00- c7 - f8 - 25  

  

8. Run the following commands to verify the setup: 

igroup show - vserver suse - cloud5 - igroup data  

igroup show - vserver suse - cloud5 - igroup services  

igroup show - vserver suse - cloud5 - igroup network  

You should have the following LUN layout: 

OPSK- 01::> lun show - m - vserver suse - cloud5  

Vserver    Path                                      Igroup   LUN ID  Protocol  

----------  ----------------------------------------   -------   ------   --------  

suse - cloud5  

           /vol/sbd/disk1                            data          0  iscsi  

suse - cloud5  

           /vol/sbd/disk2                            data          1  iscsi  

suse - cloud5  

           /vol/sbd/disk3                            data          2  iscsi  

suse - cloud5  

           /vol/sbd/disk4                            services      3  iscsi  

suse - cloud5  

           /vol/sbd/disk5                            services      4  iscsi  

suse - cloud5  

           /vol/sbd/disk6                            services      5  iscsi  

suse - cloud5  

           /vol/sbd/disk7                            network       6  iscsi  

suse - cloud5  

           /vol/sbd/disk8                            network       7  iscsi  

suse - cloud5  

           /vol/sbd/disk9                            network       8  iscsi  

9 entries were displayed.  

Set Up PostgreSQL, RabbitMQ, Glance, and Cinder Volumes 

Before you create FlexVol volumes, you must have a working SVM as described in the section ñCreate or 

Modify Storage Virtual Machine.ò NetApp recommends having a dedicated SVM (or SVMs) for OpenStack 

services. Assign FlexVol volumes to aggregates with the recommended minimum number of disks for 

good performance and allocate enough available free space for future growth. 

Figure 3 illustrates how SVMs can span aggregates, although a FlexVol volume, and thus any Cinder 

volumes within it, must reside in a single aggregate. A larger number of spinning disks in an aggregate 

typically provides higher disk throughput for the FlexVol volumes contained within them.  
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Figure 3) NetApp clustered Data ONTAP objects. 

 

NetApp Flash CacheÊ software and NetApp Flash PoolÊ software improve performance of bootable 

volumes in the OpenStack Nova component when a large number of instances use Cinder volumes with 

shared common blocks (that is, when deduplication or FlexClone technology is enabled). Flash Cache 

intelligent caching retains frequently accessed shared blocks in flash memory for high performance, 

thereby reducing the overall cost of the system. Flash Cache also provides extremely high performance 

and is highly recommended for virtualized workloads, especially if the deployment requires live migration 

and hosting of Nova ephemeral disks on the NetApp FAS systems through NFS. 

Flash Cache and Flash Pool software can also dramatically improve the performance and latency 

characteristics of FlexVol volumes by using flash memory or solid-state disks as a caching tier to 

accelerate access to frequently accessed data. NetApp highly recommends using these technologies 

when large numbers of hypervisors host bootable Cinder volumes on NetApp controllers. 

Note: You can elect to mount ephemeral disk storage space with NFS for your hypervisors (normally 
/var/lib/ nova /images  with KVM) to enable features such as live migration. In this scenario, 
a caching tier based on Flash Cache or Flash Pool technology is also highly desirable. 

Best Practice 

For high availability and throughput, NetApp recommends setting up network interface groups. 

Whenever possible, employ dynamic multimode or static multimode interface groups. NetApp also 

recommends enabling jumbo frames on all storage network ports used for storage (switches, FAS, and 

servers) to achieve the best performance. Most importantly, test your failover configuration before you 

deploy a production setup.  

For more information, see the Clustered Data ONTAP 8.2 Network Management Guide. For more 

details on NFS considerations, see TR-4067: Clustered Data ONTAP NFS Best Practice and 

Implementation Guide. 

The sizes of your Cinder and Glance volumes can vary greatly depending on your specific deployment, 

but you should generally allocate sufficient space to accommodate the number of virtual machines that 

you plan to have in the cluster. You should also allocate sufficient free space for future growth in data. A 

https://library.netapp.com/ecm/ecm_download_file/ECMP1196907
http://www.netapp.com/us/system/pdf-reader.aspx?m=tr-4067.pdf
http://www.netapp.com/us/system/pdf-reader.aspx?m=tr-4067.pdf
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reasonable starting place is 300GB to 500GB per hypervisor, but this amount might vary considerably 

depending on the hardware that you deploy. 

NetApp does not recommend using autosize with Cinder FlexVol volumes because the Cinder scheduler 

creates Cinder volumes by choosing the volume with the most free space. The scheduler periodically 

rescans for free space in the event that the administrator needs to grow the FlexVol volume. Therefore, 

frequent resizing of FlexVol volumes can lead to inconsistent behavior in the Cinder scheduler and should 

be minimized. 

For highest performance, use at least four FlexVol volumes or exports per aggregate to maximize 

throughput with multiple threads. The NetApp Snapshot
®
 policy for individual FlexVol volumes should 

reflect the need to perform global backups, which are multi-tenant backups, on the files in Cinder. 

Applications that require file-system consistency should operate at the level of individual Cinder snapshot 

instances. This level of operation generates a file-based FlexClone instance through the NetApp Cinder 

driver rather than a Snapshot copy of the entire FlexVol volume. Hourly (or more frequent) disaster-

recovery Snapshot copies with remote asynchronous NetApp SnapMirror
®
 backups make the most sense 

in an OpenStack environment. The addition of NetApp MetroClusterÊ technology to the clustered Data 

ONTAP 8.3 release makes it now possible to have synchronous mirrors of all aggregate data in a remote 

data center up to 200km away for the purpose of disaster recovery or site failover. 

In this scenario, a remote data center with free Nova or hypervisor capacity and a Cinder or Glance 

SnapMirror target can be brought online rapidly in the event of a geography-dependent outage. To 

implement this strategy, boot from Cinder volumes rather than from ephemeral disks. Data on ephemeral 

disks is not included in the remote mirror unless special care is taken to mount this disk space on a 

NetApp NFS export that resides on a mirrored FlexVol volume. On SUSE Linux Enterprise server hosts, 

the ephemeral files are stored in /var/lib/nova/instances  by default. 

In very large installations, it might be desirable to maximize the access patterns of Glance (high reads) 

versus Cinder (mixed read and write I/O) by placing these two volumes in different disk aggregates. 

However, this layout should not be necessary in relatively small installations on aggregates with a 

sufficient number of disks. 

The NetApp Cinder NFS driver automatically caches the Glance image on the Cinder volume after the 

first Nova boot command is issued, further reducing the data being pulled from Glance. After the cached 

image is in Cinder, the Nova boot initiates an automatic, file-based FlexClone copy from the image file, 

which dramatically speeds up creation and instance boot times. 

In general, Data ONTAP is affected by the total number of spindles in an aggregate, and more spindles 

are better. The SVM used for these purposes can be the same or different, because SVMs can have 

more than one backing disk aggregate. You specify which aggregate hosts the FlexVol volume in the 

vol _create  command. It is a best practice to use NetApp RAID DP
®
 technology on your disk 

aggregates. 

Steps 

To set up the NFS exports and create FlexVol volumes for PostgreSQL, RabbitMQ, Cinder, and Glance, 

log in to the administrative console and complete the following steps: 

1. Enable the desired NFS protocol versions. The NetApp Cinder driver automatically mounts at the 
highest level enabled. This deployment enables all NFS versions and uses NFS v4.1 with pNFS 
support. 

OSTK- 01::> vserver nfs modify - vserver suse - cloud5  - v3 enabled - v4.0 enabled  ïv4.1 enabled  - v4.1 -

pnfs enabled - vstorage enabled  

Note: The - vstorage enabled  command enables the NetApp copy offload feature, which is an 
optional configuration setting. If the copy offload feature is enabled and the required binary is 
correctly installed and configured on target systems, the I/O operations required to copy 
Glance images to the Cinder volume take place entirely within the cluster network of the FAS 
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systems, thus saving precious network bandwidth within the cloud. For more details on how 
to set up copy offload, see the NetApp OpenStack Deployment and Operations Guide. 

2. Verify that the NFS service is running. 

OSTK- 01::> vserver nfs status  

The NFS server is running.  

3. Verify that the ONTAPI service is enabled on the FAS controller or on the target SVM if you plan to 

use the vsadmin  account. The NetApp Cinder driver requires the ONTAPI service. 

OSTK- 01::> vserver service web show - vserver OSTK- 01 

Vserver        Type     Service Name     Description                   Enabled  

--------------  --------  ----------------  -----------------------------  -------  

OSTK- 01        admin    cem              OBSOLETE                      true  

OSTK- 01        admin    disco            Data ONTAP Discovery          true  

OSTK- 01        admin    ontapi           Remote Administrative API     true  

                                         Support  

OSTK- 01        admin    portal           Data ONTAP Web Services       true  

                                         Portal  

OSTK- 01        admin    spi              Service Processor             true  

                                         Infrastructure  

5 entries were displayed.  

4. If the ONTAPI service is not enabled, run the following command to enable it: 

OSTK- 01::> vserver services web modify - vserver openstack - name ontapi - enabled true  

5. Create an export policy for OpenStack. 

OSTK- 01::> vserver export - policy  create - vserver suse - cloud5  - policyname openstack  

6. Create a rule that matches your security needs. At a minimum, the cloud controllers and compute 
hosts need access to mount the NetApp exports.  

Note: For security purposes, the export policy can target specific hosts. 

OSTK- 01::> vserver export - policy rule create  - vserver suse - cloud5  - policyname openstack -

clientmatch 172.20.124.0/24 - rorule any - rwrule any - anon 0  

7. Verify that the OpenStack network provides access to the volumes that you will create in the next 
steps. 

OSTK- 01::> vserver export - policy rule show   

             Policy          Rule    Access   Client                RO  

Vserver      Name            Index   Protocol Match                 Rule  

------------  ---------------  ------   --------  ---------------------  ---------  

suse - cloud5  default         1       any      0.0.0.0/0             any  

suse - cloud5   openstack       1       any      172.20. 124 .0/24        any  

2 entries were displayed.  

8. Create a FlexVol volume for PostgreSQL. 

OPSK- 01::> volume create - volume pos tgresql - vserver suse - cloud5  - aggregate aggr3 - size 50G -

state online - type RW - policy openstack  - unix - permissions --- rwxrwxr - x - space - guarantee volume -

snapshot - policy default - foreground true - security - style unix - junction - path /vol/postgresql  

[Job 3077 ] Job succeeded: Successful  

9. Create a FlexVol volume for RabbitMQ. 

OPSK- 01::>volume create - volume rabbitm q - vserver suse - cloud5  - aggregate aggr3 - size 50G - state 

online - type RW - policy openstack  - unix - permissions --- rwxrwxr - x - space - guarantee volume -

snapshot - policy default - foregrou nd true - security - style unix - junction - path /vol/rabbitmq   

[Job 3079 ] Job succeeded: Successful  

10. Modify the RabbitMQ volume to hide the .snapshot  directory because the RabbitMQ barclamp will 

need to change the owner of this directory. The owner of the read-only .snapshot  directory cannot 

be changed. 

OPSK- 01::>  volume modify - vserver suse - cloud5  - volume rabbitmq - snapdir - access false  

http://netapp.github.io/openstack-deploy-ops-guide/
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11. Create a FlexVol volume for Glance. 

OSTK- 01::>  volume  create - volume glance - aggregate aggr1 - size 300G - state online - type R W -

policy openstack - unix - permissions --- rwxrwxrwx - space - guarantee volume - snapshot - policy default 

- foreground true - security - style unix - junction - path /vol/ glance  - vserver suse - cloud5  

[Job 3093] Job succeeded: Successful  

12. Create a FlexVol volume for Cinder. 

OSTK- 01::> volume  create - volume cinder - aggregate aggr1 - size 1TB - state online - type RW -

policy openstack - unix - permissions --- rwxrwxrwx - space - guarantee volume - snapshot - policy default 

- foreground true - security - style unix - junction - path /vol/cinde r - vserver suse - cloud5  

[Job 3088] Job succeeded: Suc cessful  

13. Optional: Create a FlexVol volume for Nova if live migration with shared storage is required.  

Note: Choose aggregates on your FAS system that have adequate space, large numbers of 
spindles, and preferably the Flash Pool or Flash Cache feature enabled if shared storage with 
live migration is required.  

OSTK- 01::>  volume  create - volume nova  - aggregate aggr1 - size 1TB - state online - type RW - policy 

openstack - unix - permissions --- rwxrwxrwx  - sp ace - guarantee volume - snapshot - policy default -

foreground true - security - style unix - junction - path /vol/ nova  - vserver suse - cloud5  

[Job 3097 ] Job succeeded: Successful  

14. Enable deduplication on the Glance volume.  

Note: Typical space savings can exceed 90% with deduplication on Glance stores. 

OSTK- 01::> vol efficiency on - vserver suse - cloud5  - volume glance  

  (volume efficiency on)  

Efficiency for volume "glance" of Vserver "openstack" is enabled.  

Already existing data could be processed by running "volume efficiency start - vserver openstack -

volume glance - scan - old - data true".   

Note: For more information about deduplication and compression for FlexVol volumes, see the 
online documentation on the NetApp Support site.  

15. Test the NFS exports from a host with network access to the storage network at 172.20.124.0/24. 

[root@susecloud5 - util ~]# mkdir /mnt/ postgres ql  /mnt/ rabbitmq  /mnt/cinder /mnt/glance  /mnt/nova  

[root@susecloud5 - ut il ~]# mount 172.20.124.7:/vol/ pos tgresql /mnt/ postgresql  

[root@susecloud5 - ut il ~ ]# mount 172.20.124.7:/vol/rabbi tmq  /mnt/ rabbi tmq  

[root@ susecloud5 - util  ~]# mount 172.20.124.7 :/vol/cinder /mnt/cinder  

[root@ susecloud5 - util  ~]# mount 172.20.124.7 :/vol/glance /mnt/glance  

[root@susecloud5 - util ~]# mount 172.20.124.7 :/vol/nova /mnt/nova (optional)  

[root@ susecloud5 - util  ~]# touch /mnt/ postgresql / test  

[root@susecloud5 - util ~]# touch /mnt/ rabbitmq /test  

[root@susecloud5 - util ~]# touch /mnt/glance/test  

[root@susecloud5 - util ~]# touch /mnt/cinder/test  

[root@susecloud5 - util ~]# touch /mnt/ nova /test  

 

16. Unmount the test mounts.  

Note: The NetApp driver automatically mounts the Cinder export, and the SUSE OpenStack Cloud 
5 installer mounts the other exports. 

[root@ susecloud5  ~]#  umount /mnt/postgresql ; umount /mnt/rabbitmq ;  umount /mnt/cinder ; umount 

/mnt/glance  ; umount /mnt/nova  

Build and Configure SUSE OpenStack Cloud 5 Installation Host 

For instructions on how to build the SUSE OpenStack Cloud 5 installer, see the SUSE Cloud 5 

Deployment Guide. 

After you build the installer but before you run the install - suse - cloud  installation script, you must 

modify your networking configuration as described in the section ñModify Network Configuration with 

https://library.netapp.com/ecmdocs/ECMP1196906/html/GUID-9C88C1A6-990A-4826-83F8-0C8EAD6C3613.html
https://www.suse.com/documentation/suse-cloud-5/book_cloud_deploy/?page=/documentation/suse-cloud-5/book_cloud_deploy/data/book_cloud_deploy.html
https://www.suse.com/documentation/suse-cloud-5/book_cloud_deploy/?page=/documentation/suse-cloud-5/book_cloud_deploy/data/book_cloud_deploy.html
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YaST2.ò Your installation will vary according to your particular storage network, but you must be able to 

access the ONTAPI management address from this network. If a management address is not available, 

you can create a LIF in the storage subnet with the cluster-management role. Verify that the secure 

HTTPS port 443 is accessible to this address from all nodes. 

Modify Network Configuration with YaST2 

To modify your network configuration with YaST2, complete the following steps: 

1. Run the following commands on your desktop client:  

# ssh - Y root@10.63.152.198  

Password:  

Last login: Mon Apr 13 14:16:01 2015 from console  

susecloud5:~ # yast2 crowbar  

2. After you run the yast2 crowbar  command, the YaST2 tool is displayed in the Crowbar 

configuration panel. Click the Networks tab and then click the Subnet field to edit it.  

3. Match the value in the Subnet field to your particular storage subnet. In our deployment, the storage 
network is 172.20.124.0/24.  

Note: Be sure to match the proper VLAN for your network.  

4. Click Edit Ranges at the bottom right and ensure that you allocate enough addresses in this network 
to accommodate all controllers and compute hosts. In the example, we allocated 50 IP addresses. 

 

In our configuration, eth1 on the installer host has the IP address 10.63.152.198, so we used this address 

for the bastion network to allow access. Because Chef takes control of this network interface after the 

installation is complete, you must specify a bastion network if you wish to maintain it. 
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On the SLES 11.3 lab hosts with two 1GbE interfaces and two 10GbE interfaces that we used, eth0 and 

eth2 were detected as 1GbE, and eth1 and eth3 were detected as 10GbE. Your configuration might vary 

depending on your underlying networking hardware. For this deployment, we bonded the two 1GbE 

interfaces with each other for the use of the 192.168.124.0/24 administration network. We then bonded 

the two 10GbE interfaces for all other purposes. This design allows flexibility, high throughput, security 

through VLAN separation on the trunked networks, and economy at scale by reducing the number of 

required network interfaces and by utilizing the fast and wide pipes of the 10GbE network cards. 

SUSE Cloud 5 allows you to specify which interfaces to use for specific purposes through the concept of 

network conduits. In this deployment, we used conduit inft0 for the administration network and conduit 

intf1 for all other purposes.  

Note: For information about conduit syntax and instructions on how to modify which interfaces should 
be used for which purposes, see the Network Conduits section of the ñSUSE Cloud 5 Deployment 
Guide.ò 

In the example configuration, the two 1GbE cards became intf0, which is the conduit for the 

administration network. The two 10GbE cards became intf1, which is the conduit used for the public-

facing network and storage. The network.json  file shows intf1 as the conduit for all services, except for 

administration. 

To break the storage networking out, you can create an additional intf2 conduit composed of two 

additional 10GbE interfaces (10g3 and 10g4 in the example configuration) and assign the storage 

network to use the intf2 conduit. It is very important that you decide on a network design before you run 

install - suse - cloud . After you run the installation script, no further changes are allowed. It is also a 

good idea to install SUSE 11.3 (or SUSE 12.0 for compute hosts, if needed) to determine how the target 

hardware will be recognized before you finalize the network design and the network.json  edits.  

In this deployment, the installer host itself was virtualized with KVM-bridged networking and two virtual 

NICs. This design works well and does not cause any DHCP and PXE issues related to the Linux 

bridging. We created Snapshot copies of the installer host all along the process to allow instant rollbacks. 

NetApp recommends creating Snapshot copies of your setup before you run install - suse - cloud  in 

case network design issues are uncovered during the installation and testing process.  

https://www.suse.com/documentation/suse-cloud-5/book_cloud_deploy/?page=/documentation/suse-cloud-5/book_cloud_deploy/data/sec_deploy_network_json_conduits.html
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The following excerpt of the network.json  file shows the network conduit rules used in this 

deployment: 

          "intf2" : {  

                     "if_list" : [  

                        "10g3",  

                        "10g4"  

                     ]  

                  },  

                  "intf1" : {  

                     "if_list" : [  

                        " 10g1",  

                        "1 0g2"  

                     ]  

                  },  

                  "intf0" : {  

                     "if_list" : [  

                        "1g1" ,  

         "1g2"  

                     ]  

                  }  

In the excerpt, intf2 is composed of the third and fourth 10GbE interfaces, intf1 is composed of the first 

and second 10GbE interfaces, and intf0 is composed of the first and second 1GbE interfaces. Services 

and networks are linked to conduits by the intfX pair names. 

To verify that your conduit rules will be applied correctly, check the actual speed detected for your 

devices by running the following command on each interface: 

root@d52 - 54- 00- f3 - 54- 01:~ # cat /sys/class/net/eth0 /speed  

1000  

root@d52 - 54- 00- f3 - 54- 01:~ # cat /sys/class/net/eth1 /speed  

1000 0 

Run Installation Script 

To run the install - suse - cloud  installation script, complete the following steps: 

1. Shut down the installer host and run either an LVM backup or make a Snapshot copy of the virtual 
disk.  

2. Boot up your installer host.  

3. Run screen install - suse - cloud  by following the instructions in the SUSE Cloud 5 Deployment 

Guide.  

4. After the installation is completed, browse to the bastion IP address at port 3000 and log in with the 

user name crowbar  and the password crowbar . 

Discover All Target Hosts in the Cluster 

To discover all target hosts in the cluster, complete the following steps: 

1. Power on all of your nodes and allow them to boot through PXE over the primary interface to be 
discovered.  

2. Assign groups and intended roles to all nodes:  

a. Select Nodes > Bulk Edit and create four groups named DataServices, Services, Network, and 
Compute. Assign three nodes to each group.  

b. Assign all of the DataServices and Services nodes to the Controller role in the drop-down list in 
the Bulk Edit page. For the Network nodes, select the Network role. For the Compute nodes, 
select the Compute role.  

https://www.suse.com/documentation/suse-cloud-5/book_cloud_deploy/?page=/documentation/suse-cloud-5/book_cloud_deploy/data/book_cloud_deploy.html
https://www.suse.com/documentation/suse-cloud-5/book_cloud_deploy/?page=/documentation/suse-cloud-5/book_cloud_deploy/data/book_cloud_deploy.html
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Install All Nodes with Bulk Edit 

To install all nodes at once by using bulk edit mode, complete the following steps: 

1. After you assign groups and roles for your nodes, click the Allocate checkbox for all nodes.  

 

2. Click Save to reboot the nodes. 

3. At this point, the AutoYaST installation process begins. When all installations are complete, verify that 
the nodes are displayed in green status. 
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Note: Do not install too many hosts at once. If you do, the load on the installer will increase to 
unacceptable levels. 

Set Up Block Devices on Cluster Hosts 

To set up block devices on all of the nine cluster hosts, complete the following steps: 

1. On the admin node, run the following commands: 

## setup some variables useful for future commands  

export compute_nodes="d52 - 54- 00- 5d- 81- 6a  d52 - 54- 00- f0 - 3b- 7d  d52 - 54- 00- f7 - 1e- ae"  

export se rvice_cluster_nodes="d52 - 54- 00- 28- f8 - 0a   d52 - 54- 00- 80- ce - b2  d52 - 54- 00- 97- 59- 1c"  

export data_cluster_nodes="d52 - 54- 00- bc - 13- d8   d52 - 54- 00- c5 - de- 0a  d52 - 54- 00- f3 - 54- 01"  

export network_cluster_nodes="d52 - 54- 00- 60- 24- c2  d52 - 54- 00- 79- d1- 72  d52 - 54- 00- c7 - f8 - 25"  

export all_nodes ="$compute_nodes $service_cluster_nodes $data_cluster_nodes 

$network_cluster_nodes"     

export all_cluster_nodes="$service_cluster_nodes $data_cluster_nodes $network_cluster_nodes"      

2. Install the required software on the cluster nodes. 

for x in $all_cluster_nodes; do ssh $x 'zypper install - y sbd open - iscsi'; done  

3.  Change the initiator name on the cluster nodes. 

for x in $all_cluster_nodes ; do ssh $x 'sed - i "s/^InitiatorName.*$/InitiatorName=iqn.1996 -

04.de.suse:01:$(hostname)/g" /etc/iscsi/initiatorname.iscsi'; done  

4. Verify that the host name is used in the initiatorname.iscsi  file. 

root@susecloud5:~ # ssh d52 - 54- 00- 60- 24- c2  cat /etc/iscsi/initiatorname.iscsi|grep iqn  

InitiatorName=iqn.1996 - 04.de.suse:01:d52 - 54- 00- 60- 24- c2  

5.  Set the open - iscsi  service to start up automatically and log in to the existing LUNs. 

for x in $all_cluster_nodes; do ssh $x "sed - i 's/^node.startup = manual/node.startup = 

automatic/g' /etc/iscsi/iscsid.conf"; done  

for x in $all_cluster_nodes; do ssh $x "chkco nfig open - iscsi on"; done  

for x in $all_cluster_nodes; do ssh $x "service open - iscsi start"; done  

Deploy Pacemaker Clusters 

To deploy the Pacemaker clusters, complete the following steps: 

1. On the admin node, run the following commands to deploy the storage network to all nodes: 

for x  in $all_cluster_nodes ; do echo $x  ;  crowba r network allocate_ip default $x  storage host  ; 

done  

for x in $ compute ; do echo $x ; crowbar network allocate_ip default $x storage host  ; done  

At this point, you can either wait for the next Chef run to enable this change or manually run chef -

client  on each node. If chef - client  is already running, you will get an error.  

When all nodes have a bonded VLAN-tagged interface (such as bond1 .3002 @bond1) with an IP 

address on the 172.20.124.0/24 storage network and the interface can ping the 172.20.124.10 
storage controller LIF, you are ready to perform the next step.  

2. Discover the iSCSI LUNs that you mapped to each host. 

for x in $all_cluster_nodes; do ssh $x 'iscsiadm -- mode discovery -- op update -- type sendtargets 

-- portal 172.20.124.10; iscsiadm -- mode node - l all'; done  

3. Verify that the LUNs were discovered successfully. You should see three paths for each IP address 
on the cluster, for a total of six paths. 

for x in $all_cluster_nodes; do  echo $x && ssh $x 'ls /dev/disk/by - path/*iscsi*'; done  

4. Enable multipath on boot and start the service. 

for x in $all_cluster_nodes; do ssh $x 'chkconfig multipathd on; service multipathd start'; done   
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5. Create the shared block device partitions. 

Note: Be careful if you have hosts with multipath on the boot device. Ensure that you are 
partitioning the NetApp LUNs and not your boot LUN. 

for x in $data_cluster_nodes; do ssh $x 'for y in $(ls /dev/mapper/|grep - e "_part1$" - v - e 

"control"); do parted - s /dev/mapper/$y  mklabel gpt mkpart primary 0.0 40.0; done'; break; done  

 

for x in $service_cluster_nodes; do ssh $x 'for y in $(ls /dev/mapper/|grep - e "_part1$" - v - e 

"control"); do parted - s /dev/mapper/$y mklabel gpt mkpart primary 0.0 40.0; done'; break; done  

 

for x in $network_cluster_nodes; do ssh $x 'for y in $(ls /dev/mapper/|grep - e "_part1$" - v - e 

"control"); do parted - s /dev/mapper/$y mklabel gpt mkpart primary 0.0 40.0; done'; break; done  

  

6. Check the device names and iSCSI session information. 

for x in $all_c luster_nodes; do ssh $x 'hostname; partprobe; ls /dev/disk/by - id/wwn - * - part1;'; 

done  

for x in $all_cluster_nodes; do ssh $x 'hostname; ls /dev/disk/by - id/wwn - * - part1;'; done  

iscsiadm - m session  

iscsiadm - m session - P 3  

7. Create the actual STONITH block devices with the sbd  command.  

Note: Do not use a watchdog timeout value larger than 60. For more information, see the article 
iTCO_wdt Does Not Accept Watchdog Timeout Bigger than 63 Seconds.  

You need to run the sbd  command only on one node for each of the three Pacemaker clusters (data, 

service, and network) because the other nodes in each cluster share the block devices and use slots 
within them. Example: 

root@susecloud5:~ # ssh d52- 54- 00- 60- 24- c2 'for y in $(ls /dev/mapper/*_part1); do sbd - d $y - 4 

120 - 1 60 create; done'  

Initializing device /dev/mapper/3600a09802d673146412b43504d635565_part1  

Creating version 2.1 header on device 3 (uuid: f4bc5085 - 09c4 - 4317 - bb3d - 62ae284e19dc)  

Ini tializing 255 slots on device 3  

Device /dev/mapper/3600a09802d673146412b43504d635565_part1 is initialized.  

Initializing device /dev/mapper/3600a09802d673146412b43504d635566_part1  

Creating version 2.1 header on device 3 (uuid: 1c12eebf - 4c13 - 439d - 98d1 - e0aad9 766740)  

Initializing 255 slots on device 3  

Device /dev/mapper/3600a09802d673146412b43504d635566_part1 is initialized.  

Initializing device /dev/mapper/3600a09802d673146412b43504d635567_part1  

Creating version 2.1 header on device 3 (uuid: e7a01e1c - 1a40 - 4871 - b6ff - 35f8ead9c471)  

Initializing 255 slots on device 3  

Device /dev/mapper/3600a09802d673146412b43504d635567_part1 is initialized.  

8. Perform step 7 on the other two clusters (pick any of the three nodes in those clusters). 

9. Follow the instructions in the SUSE Cloud 5 Deployment Guide to deploy the Pacemaker barclamp. 

10. You need the three device names, so run the following commands on each cluster 

($data_cluster_nodes , $service_cluster_nodes , and $network_cluster_nodes ) before 

deployment to ensure that all nodes have the three partitions: 

root@susecloud5:~ # for x in $service_cluster_nodes; do ssh $x 'hostname; ls /dev/disk/by - id/wwn -

* - part1;'; done  

d52- 54- 00- 28- f8 - 0a 

/dev/disk/by - id/wwn - 0x600a09802d673146412b43504d635562 - part1  

/dev/disk/by - id/wwn - 0x600a09802d673146412b43504d635563 - part1  

/d ev/disk/by - id/wwn - 0x600a09802d673146412b43504d635564 - part1  

d52- 54- 00- 80- ce - b2 

/dev/disk/by - id/wwn - 0x600a09802d673146412b43504d635562 - part1  

/dev/disk/by - id/wwn - 0x600a09802d673146412b43504d635563 - part1  

/dev/disk/by - id/wwn - 0x600a09802d673146412b43504d635564 - part1  

d52- 54- 00- 97- 59- 1c  

/dev/disk/by - id/wwn - 0x600a09802d673146412b43504d635562 - part1  

/dev/disk/by - id/wwn - 0x600a09802d673146412b43504d635563 - part1  

/dev/disk/by - id/wwn - 0x600a09802d673146412b43504d635564 - part1  

https://www.novell.com/support/kb/doc.php?id=7011426
https://www.suse.com/documentation/suse-cloud-5/book_cloud_deploy/data/sec_depl_ostack_pacemaker.html
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11. Create a Pacemaker proposal named Services for the service cluster and set the following options: 

a. For Transport for Communication, select Unicast (UDPU). 

b. For Policy When Cluster Does Not Have Quorum, select Stop. 

c. For Configuration Mode for STONITH, select Configured with STONITH Block Devices (SBD). 

d. Under Block Devices for Node, enter the three disk partitions for each of the nodes of the service 
cluster as follows: 

/dev/disk/by - id/wwn - 0x600a09802d673146412b43504d635562 - part1,/dev/disk/by - id/wwn -

0x600a09802d673146412b43504d635563 - part1,/dev/disk/by - id /wwn- 0x600a09802d673146412b43504d635564 -

part1  

 

12. Repeat the process of getting the block devices for a specific cluster, creating a deployment, and 
setting the options for the data and network Pacemaker clusters.  
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Important 

The block devices and nodes are specific to each cluster. At the bottom of the Edit Proposal page, 

select the correct nodes for cluster membership, being sure to match the hosts that you set up in the 

variables $service _cluster _nodes , $data _cluster _nodes , and $network _cluster _nodes  

to the correct cluster. 

Note: The Chrome browser has a known problem with the Pacemaker barclamp. If the Chrome feature 
Enable Autofill to Fill Out Web Forms is enabled under Passwords and Forms, it might attempt to 
enter the string admin  under the HAProxy Public Name for Public Virtual IP field. Unless you are 
certain that you need an entry in this field, ensure that the field is blank and that it has not been 
automatically filled with admin . Otherwise, this setting will cause issues later in the deployment. 

13. At the bottom of the configuration page, select the three nodes as deployment targets for both 
pacemaker-cluster-member and hawk-server.  

 

14. Click Save and then Apply to deploy the cluster. 

15. When all clusters are properly set up, verify that you have three Pacemaker proposals as follows: 

 

Deploy OpenStack Services 

To deploy the OpenStack services, complete the following steps: 

1. Before you begin the deployment, run the following command on your FAS controller to determine the 
NFS v4 domain name for your SVM. You will use this value in step 2. 

OPSK- 01::> nfs show - vserver suse - cloud5 - fields v4 - id - domain  






















