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Abstract 

This guide is intended to assist customers, SEs/CSEs, PSEs/PSCs and channel partner 

engineers in planning for and migrating data using a five-phase data migration process 

designed to handle the most complex migration scenarios while heeding specific customer 

needs and making sure the right migration strategy is executed for each specific environment. 

The document describes the steps necessary for a successful SAN data migration from a 

foreign array or a NetApp® 7-Mode array to a NetApp clustered Data ONTAP® array.  
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1 Overview 

Foreign LUN import (FLI) is a tool added to the data migration portfolio with clustered Data ONTAP 8.3. Clustered 

Data ONTAP 8.3.1 saw enhancements to FLI, including both online and 7-Mode to clustered Data ONTAP 

transition workflows. The data migration program was established to create data migration solutions that make it 

easier for customers to migrate to NetApp storage and/or migrate LUNs from NetApp 7-Mode to clustered Data 

ONTAP. The program enhances productivity by providing the necessary tools, products, and service collateral 

required for successful data migration. By providing the proper skills and knowledge to perform data migrations, 

this program aims to accelerate the adoption of NetApp technologies.  

1.1 Audience 

This document is intended for NetApp customers who either are interested in migrating data from a foreign array 

to clustered Data ONTAP or are interested in transitioning LUNs from NetApp 7-Mode arrays to clustered Data 

ONTAP. Other audiences for this document are customers of NetAppôs heterogeneous storage area network 

(HeSAN) migration service, NetApp sales engineers (SEs), consulting sales engineers (CSEs), professional 

services engineers (PSEs), professional services consultants (PSCs), and channel partner engineers. 

Readers of this document should have a familiarity with SANs and common SAN concepts and processes 

including zoning, LUN masking, the host OSs whose LUNs need to be migrated, clustered Data ONTAP, and of 

course, the source third-party array. 

1.2 Whatôs in This Document 

FLI supports the following three types of migrations and a transition workflow: 

¶ Foreign LUN import offline (available from clustered Data ONTAP 8.3 onward) 

¶ Foreign LUN import online (available from clustered Data ONTAP 8.3.1 onward) 

¶ Foreign LUN import for transitioning from Data ONTAP operating in 7-Mode to clustered Data ONTAP 

(available from clustered Data ONTAP 8.3.1 as both offline and online workflows) 

¶ Foreign LUN import offline or online using WFA (available from clustered Data ONTAP 8.3.1 onward) 

All four of these workflows will be covered in this technical report. The report is broken into general sections that 

detail common processes and individual sections that provide specific examples of each of the three migration 

variants, a chapter covering transition from Data ONTAP operating in 7-Mode to clustered Data ONTAP, and 

follow-on common processes. There are appendixes cover several ancillary topics pertinent to running Foreign 

LUN Imports including ESX CAW/ATS remediation, clearing persistent reservations, multipath verification, zoning 

for imports, host remediation links, an example test migration, and a example Site Survey and Planning 

worksheet. Finally, there is a references section at the end of the document that provides links to additional 

related information. 

1.3 Data Migration and Transition Defined 

Data migration is the process of transferring data from a third-party array source to a NetApp clustered Data 

ONTAP destination. Transition is the process of transferring data from a NetApp Data ONTAP 7-Mode system to 

a clustered Data ONTAP storage system. The data is copied during migration/transition; depending on the FLI 

variation, the existing systems are redirected to the new data location on the NetApp storage, either at the time 

the import relationship (more on this later) is created or after the migration is completed.    

1.4 Data Migration Challenges 

Some of the challenges posed by data migration are extended downtime, potential risk, scarce resources, and 

inadequate expertise. Data availability requirements have become increasingly demanding and downtime 

unacceptable, such that business operations drive the data migration process. Risk factors such as performance 

impacts on production systems, potential data corruption, and loss are a concern in any data migration process.  
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1.5 Data Migration Solution 

NetApp and partner professional services use a time-tested methodology to guide a migration through all major 

phases. State-of-the-art technologies such as NetApp foreign LUN import (FLI) and third-party data migration 

software along with proficiency in data migration allow professional services to execute data migration projects 

successfully worldwide. By utilizing NetApp and partner professional services, customers free up internal 

resources, minimize downtime, and abate risk. With clustered Data ONTAP 8.3.1, a professional services run 

migration is no longer mandatory. However, NetApp still strongly recommends a professional services or partner 

professional services engagement to scope and plan the migration as well as to train customer personnel in how 

to perform data migrations using FLI.  

1.6 NetApp Data Migration Service 

The Data Migration Service for heterogeneous SAN environments was created to provide NetApp and partner 

professional services with comprehensive migration solutions. The goal is to provide tools, products, software, 

and services to reduce error, increase productivity, and promote consistent delivery of data migrations. 

1.7 Methodology 

The data migration process consists of five phases: 

1. Discover. Information about hosts, storage, and fabrics in the environment is collected. 

2. Analyze. The collected data is examined, and the appropriate migration approach for each host or storage 
array is determined. 

3. Plan. Migration plans are created and tested/piloted, destination storage is provisioned, and migration tools 
are configured. 

4. Execute. Data is migrated, and host remediations are performed. 

5. Verify. New system configurations are validated, and documentation is provided. 

1.8 Which Data Migration Solution Should You Use? 

It is important while discussing data migration solutions to make clear there are alternative approaches to 

migrating your data, including: 

1. Data transfer appliance (DTA), a NetApp branded appliance that is connected to the SAN fabric, is licensed 
on per TB data migrated and supports both offline and online migrations. 

2. Host OS or application-based migration options. Some of these might include: 

1. VMware Storage vMotion 

2. Logical volume manager (LVM) based solutions 

3. Application-based solutions such as DD, xcopy, robocopy, and so on 

 

Some of these solutions may be performed non-disruptively and therefore might be preferable to using FLI. FLI 

may be the best choice for other migrations. Regardless of the procedures and tools chosen, you can and should 

use the data migration methodology to scope, plan, and document your migration choices and tasks. The point is 

to choose the right tool for each of your migrations. All of these tools can be used for the parts of your migrations 

to which each is best suited. 

1.9 NetApp Data Migration Service Tools 

This section provides an overview of the service tools and peripheral collateral required for data migrations. 

These tools provide a standardized method for scoping and documenting a data migration engagement. 
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1.10 Level of Effort Estimates 

For effort estimates, refer to Benchmarks for Estimating Migration Durations.  

1.11 NetApp Data Migration Tool Chest 

The tools listed in this section are used in different phases of the migration process. A comprehensive set of 
discovery and analysis tools provides an efficient means to collect information about the customerôs environment. 

1.11.1 nSANity Data Collector 

nSANity Data Collector is a NetApp tool to collect configuration information from hosts, storage, and fabric 

devices. nSANity is designed to perform remote data collection utilizing a variety of network protocols and native 

authentication mechanisms. nSANity binaries are available for Windows, Mac OS X, and Linux platforms. The 

Windows version of nSANity can communicate with all component types without exception. Only Windows 

systems can collect data from other Windows hosts. 

nSANity generates gzipôd XML files that contain the output of commands run against local or remote components 

(hosts, switches, NetApp storage).  

nSANity can be downloaded from http://support.netapp.com/NOW/download/tools/nsanity/. 

1.11.2 NetApp Data Center Planner  

NetApp Data Center Planner (NDCP) provides a simple mechanism to extract configuration information from 

several data collection formats. The primary NDCP inputs used for data migration purposes are nSANity and 

EMC SP Collect output files. NDCP provides an easy way to determine host configuration information such as 

HBAs, LUNs, and file systems as well as in-depth information about storage and fabrics. 

NetApp Data Center Planner can be downloaded from http://support.netapp.com/NOW/download/tools/ndcp/. 

1.11.3 Solaris Relabeler 

Solaris Relabeler is a command-line utility that provides the ability to update the ASCII label on VTOC disks post-

migration. During the initial VTOC disk initialization routines, the Solaris format command performs a SCSI inquiry 

against the disk and writes vendor-specific information (manufacturer, product, and revision) to the disk label. All 

further inquiries are directed to the disk label and not to the actual device. Block-level migration copies this disk 

label to the new disk, and old SCSI inquiry data is still visible in the system tools and logs. The relabeler updates 

the disks post-migration with new inquiry data. 

The Solaris Relabeler utility can be downloaded from 

http://support.netapp.com/NOW/download/tools/solaris_relabeler/. 

1.12 Foreign LUN Import Overview 

FLI is a feature built into clustered Data ONTAP, starting with 8.3, it allows users to import data from foreign array 

LUNs to NetApp LUNs in a simple and efficient manner. All FLI migrations operate at the LUN level. FLI is a 

strictly block-based tool; file, record, NFS, and CIFS-based migrations are not supported. For a discussion of 

other migration methodologies for file-level protocols such as NFS and CIFS/SMB, review  Data Migration Tools: 

Quick Reference. 

FLI leverages NetApp FlexArray® technology to discover the foreign RAID array LUNs and pull data from them. 
FlexArray allows a NetApp clustered Data ONTAP controller to act as an initiator in front of one or more third-
party arrays. FlexArray can mount LUNs from those arrays as back-end storage and then present the space from 
those LUNs as NetApp unified storage (allowing FCP, FCoE, iSCSI, NFS, and CIFS/SMB protocol access) to 
hosts in your SAN/NAS environment.  

FLI doesnôt require a FlexArray license. FLI leverages FlexArray technology to not simply stand in front of a 
foreign LUN but also to copy the foreign LUN to a NetApp clustered Data ONTAP array and then allow the hosts 

http://support.netapp.com/NOW/download/tools/nsanity/
http://support.netapp.com/NOW/download/tools/ndcp/
http://support.netapp.com/NOW/download/tools/solaris_relabeler/
https://library.netapp.com/ecm/ecm_get_file/ECMP12363719
https://library.netapp.com/ecm/ecm_get_file/ECMP12363719
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and applications consuming that LUN to be pointed at the NetApp array that is now hosting the LUN in question. 
The first iteration of FLI, delivered in clustered Data ONTAP 8.3, supported offline FLI and required a NetApp or 
partner professional services engagement. Clustered Data ONTAP 8.3.1 adds online FLI and 7-Mode to clustered 
Data ONTAP transitions. Clustered Data ONTAP 8.3.1 no longer requires a professional services run migration, 
although we do strongly recommend professional services involvement in scoping, planning, and training for all 
but the simplest migrations. 

FLI was developed to provide a free toolset to migrate SAN LUNs to clustered Data ONTAP. FLI is free and has 

no licensing requirements. It was designed to provide solutions for a range of migration requirements, including 

but not limited to the following: 

¶ Migrating data between heterogeneous storage arrays from EMC, Hitachi, HP, and other vendors to NetApp 
as supported by FlexArray technology, source array interoperability must be checked against the FLI IMT 

¶ Simplifying and accelerating block data migrations during data center relocation, consolidation, and array 
replacements 

¶ Consolidating migration and LUN realignments into a single workflow. 

¶ The new 7-Mode to clustered Data ONTAP transition, is able to convert from 32-bit to 64-bit aggregates, fix 
alignment problems, and migrate LUNs as a single operation. 

Foreign LUNs to be imported will be discovered by the NetApp storage that is solely intended for use by FLI for 

data migration. The foreign LUNs will be shown as disks on the NetApp storage and will not have any ownership 

assigned to them automatically so that the user data should not be overwritten by mistake. The disks that contain 

foreign array LUNs need to be marked as foreign. The basic rules for configuring array LUNs currently must be 

strictly adhered to for the purpose of FLI on NetApp storage. 

Table 1) FLI basics.  

FLI Basics 

¶ Fibre Channel only. 

¶ No iSCSI support: iSCSI LUNs can be migrated using FLI. However, in order to do this, the LUN 
type would need to be changed to FC, and the migration could then occur. After the migration is 
complete, the LUN would need to be changed back to an iSCSI LUN. 

¶ All migrations are at the LUN level. 

Figure 1) FLI offline overview. 
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Figure 2) FLI online overview. 

 

1.13 Features and Benefits 

FLI provides the following features and functionalities: 

¶ Supports both online and offline migrations. 

¶ Provides operating system independence. Block-level data migration does not rely on volume managers or 
OS utilities. 

¶ Provides Fibre Channel fabric independence. Fully compatible with Brocade and Cisco FC fabrics. 

¶ Supports most Fibre Channel storage arrays. The support matrix is available at 
http://support.netapp.com/NOW/products/interoperability/. 

¶ Supports native multipath and load balancing. 

¶ Provides CLI-based management. 

The FLI-based solution has numerous benefits to offer and is a preferred choice for SAN data migration from 

third-party SAN storage to clustered Data ONTAP 8.3 systems. 

Table 2) FLI benefits. 

Benefits of FLI-Based Solution 

¶ FLI feature is built into clustered Data ONTAP 8.3 and requires no additional licensing. 

¶ FLI leverages FlexArray technology but does NOT require a FlexArray license. 

¶ Requires no additional hardware appliance for data migration and eliminates associated cost. 

¶ FLI-based solution supports data migrations from varied configurations of third-party storage platforms 
that are listed in the FLI IMT to clustered Data ONTAP. 

¶ FLI automatically aligns LUNs. 

¶ FLI can migrate a LUN hosted in a 32-bit aggregate to a 64-bit aggregate hosted on a clustered Data 
ONTAP array. This makes FLI 7-Mode to clustered Data ONTAP an excellent choice for customers that 
transition 7-Mode hosted LUNs that are hosted on 32-bit aggregates and/or are misaligned.  

http://support.netapp.com/NOW/products/interoperability/
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This document will present all of the shared procedures, requirements, and steps and then break into each of the 

various FLI workflows individually in subsequent sections. 

Table 3) FLI requirements. 

FLI Requirements 

¶ FLI will require at least one FC port on each controller you want to migrate LUNs directly to be in 
Initiator mode. These ports will be used to connect to the source array and are the ports that will 
need to be zoned and masked in order to be able to see and mount the source LUNs.  

¶ Foreign LUN must be marked foreign on the destination array to prevent assignments from Data 
ONTAP. 

¶ Foreign LUN must be in an import relationship before starting import. 

¶ NetApp LUN should be brought offline before creating a relationship. 

Following are some of the limitations of an FLI-based migration solution.  

Table 4) FLI limitations. 

FLI Limitations 

¶ The LUN must be the same size as the foreign LUN and must have the same disk block size. Both 
of these requirements are taken care of during the LUN creation steps. 

¶ The LUN must not be expanding or contracting. 

¶ The LUN must be mapped to at least one "igroup." 

¶ To create an import relationship, the NetApp LUN should be brought offline. However, after the 
LUN relationship is created, it can brought back online in case of online FLI. 

1.13.1 Licensing 

Foreign LUN import is built into clustered Data ONTAP 8.3 or later and requires no additional hardware appliance 

or licensing. 

1.13.2 NetApp Initiator Ports 

FLI will require at least one physical FC port on each controller you want to migrate LUNs directly to be in Initiator 

mode. Two ports, one to each fabric are much preferred but a single port can be used. These ports will be used to 

connect to the source array and are the ports that will need to be zoned and masked in order to be able to see 

and mount the source LUNs. If you need to change port personalitly from target to iniator, please review the 

information on page 54 of the FlexArray Virtualization Installation Requirements and Reference Guide for a review 

of the process of converting a FC port from target to initiator. 

https://library.netapp.com/ecm/ecm_download_file/ECMP1421621
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1.13.3 Supported Configurations 

Making sure that the FLI environment is deployed in a supported manner is essential for proper operation and 

support. To ensure supported configurations, review the NetApp interoperability Matrix Tool (IMT). 

¶ There are two related activities that must be performed here: You need to verify that FLI is supported with 

the current infrastructure. For purposes of using FLI to import LUN(s). For more information on the FLI 

IMT review Appendix G: The FLI Interoperability Matrix Tool (IMT). 

¶ You need to verify that once the import is complete and all LUN(s) have been migrated to NetApp 

controllers that configuration including the new NetApp controllers are in a supported configuration. 

1.13.4 Storage Arrays 

FLI supports data migration from most block-based Fibre Channel storage. For a list of supported arrays, refer to 

the NetApp Interoperability Matrix Tool. 

Support Note  

NetApp clustered Data ONTAP 8.3 and later versions are the only supported destination storage. 

Migrations to third-party storage are not supported. 

1.13.5 Fibre Channel Switches for Back-End Connectivity 

FLI supports most block-based Fibre Channel switches. For a list of supported switches and firmware, refer to the 

NetApp Interoperability Matrix Tool. 

1.14 FLI Concepts 

This section provides an overview of several key FLI concepts. Understanding the implementation of these 

concepts helps in proper operation and decreases the initial configuration effort. 

1.14.1 Foreign Array 

A foreign array is a storage device that does not run clustered Data ONTAP. This is also referred to as a third-

party array or source array. In the case of a 7-Mode to clustered Data ONTAP transition, the foreign array would 

be an array produced by NetApp running Data ONTAP 7-Mode. 

1.14.2 Foreign LUN 

A foreign LUN is a LUN containing user data hosted on a third-party array using that arrayôs native disk format. 

1.14.3 FLI LUN Relationship 

An FLI LUN relationship (or LUN relationship) is a persistent pairing between source and destination storage for 

the purpose of data import. The source and destination endpoints are LUNs. 

1.14.4 LUN Import 

LUN import is a process of transferring the data in a foreign LUN from its third-party format into a native NetApp 

format LUN. 

1.15 Tools and Utilities 

Table 5 lists the tools referenced in this TR along with their access links. 

http://support.netapp.com/NOW/products/interoperability/
http://support.netapp.com/NOW/products/interoperability/
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Table 5) Tools and utilities. 

Tool/Utility Description Link 

nSANity NetApp nSANity tool is used to gather information about the hosts, 
storage systems, and fabrics that will be involved in the data 
migration. 

nSANity 

 

NDCP NetApp Data Center Planner (NDCP) is used to parse the data 
collected by nSANity and retrieve specific details. 

NDCP  

Interoperability 
Matrix Tool (IMT) 

IMT is a NetApp web-based utility that is used for interoperability 
checks for NetApp, FlexArray, and third-party software 
components.  

Interoperability 
Matrix Tool  

FLI Interoperability 
Matrix Tool (IMT) 

The FLI IMT is very similar to the IMT discussed above, hoever it it 
specific to FLI Interoperability before and during the LUN Imports, 
where the IMT above is used primarily to verify that the end-state 
is supported.  

FLI Interoperability 
Matrix Tool 

OnCommand® 
System Manager  

Remote storage management of NetApp FAS systems using a 
graphical user interface (GUI). 

OnCommand 
System Manager  

OnCommand 
Workflow 
Automation (WFA) 

WFA is a software solution that enables you to create storage 
workflows and automate storage management tasks such as 
provisioning, migrating, decommissioning, and cloning storage. 

OnCommand 
Workflow 
Automation 

2 Implementation Basics 

The initial configuration of the NetApp storage initiator ports and source storage prepares the environment for 

migration. This section provides an overview of the physical wiring, zoning, and initiator record creation steps that 

are performed for each new migration engagement. The examples in this section use an HDS AMS array, and 

therefore the foreign array commands will differ depending on the third-party array from which you are migrating.  

2.1 Physical Wiring 

Foreign LUN import wiring has the same requirements as NetApp FlexArray. NetApp storage initiator ports are 

connected to the fabric where source storage target ports are connected. Follow FlexArray best practices while 

connecting source storage to NetApp storage. 

The storage arrays used during migration must have a primary path from each controller (in use) present in both 

fabrics. This means that the source array and the destination array nodes being migrated to, must be in a 

common zone on both fabrics. It is not necessary to add other controllers in the NetApp cluster, only those 

actually importing/migrating LUNs. While you could use indirect paths for the migration, the best practice is to use 

active/optimized paths between the source and destination arrays. Figure 3 shows both the HDS AMS2100 and 

NetApp clustered Data ONTAP storage having a primary (active) path present in both fabrics. 

http://mysupport.netapp.com/NOW/download/tools/nsanity/
http://support.netapp.com/NOW/download/tools/ndcp/
http://support.netapp.com/matrix
http://support.netapp.com/matrix
http://support.netapp.com/NOW/cgi-bin/software?product=OnCommand+System+Manager&platform=Windows
http://support.netapp.com/NOW/cgi-bin/software?product=OnCommand+System+Manager&platform=Windows
http://mysupport.netapp.com/NOW/cgi-bin/software/?product=OnCommand+Workflow+Automation&platform=Windows
http://mysupport.netapp.com/NOW/cgi-bin/software/?product=OnCommand+Workflow+Automation&platform=Windows
http://mysupport.netapp.com/NOW/cgi-bin/software/?product=OnCommand+Workflow+Automation&platform=Windows
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Figure 3) Storage wiring for dual fabrics. 

 

Table 6) Wiring best practices. 

Wiring Best Practices 

¶ Follow NetApp FlexArray best practices for wiring source and destination storage. For more 
information about this, review the ñPlanning for paths to array LUNsò section of the FlexArray 
Virtualization Installation Requirements and Reference Guide. 

¶ Clustered Data ONTAP storage requires free initiator ports to connect to fabric. Configure 
initiator ports if free ports do not exist. 

2.2 Zoning 

FLI migration requires source storage LUNs to be accessed by NetApp storage. This is achieved by zoning target 

ports of source storage with initiator ports of destination storage (zone 1 and zone 2). The existing source storage 

to host zones are not modified and are deactivated post-migration. Host to destination storage zones are created 

to enable access of migrated LUNs from destination storage by the host (zone 3 and zone 4). 

A standard migration scenario using FLI requires four distinct zones: 

¶ Zone 1: source storage to destination storage (production fabric A) 

¶ Zone 2: source storage to destination storage (production fabric B) 

¶ Zone 3: host to destination storage (production fabric A) 

¶ Zone 4: host to destination storage (production fabric B) 

https://library.netapp.com/ecm/ecm_download_file/ECMP1552980
https://library.netapp.com/ecm/ecm_download_file/ECMP1552980
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Table 7) Zoning best practices. 

Zoning Best Practices 

¶ Do not mix source storage target ports and destination storage target ports in the same zone. 

¶ Do not mix destination storage initiator ports and host ports in the same zone. 

¶ Do not mix destination storage target and initiator ports in the same zone. 

¶ Zone with at least two ports from each controller for redundancy. 

¶ NetApp recommends single initiator and single target zoning. 

¶ After zoning the source storage target ports with the destination storage initiator ports, source 
storage will be visible in destination storage using the ñstorage array showò command. When the 
storage array is discovered for the first time, the NetApp controllers might not show the array 
automatically. Fix this by resetting the switch port where clustered Data ONTAP initiator ports are 
connected.  

2.2.1 Zone 1: Source Storage to Destination Storage (Production Fabric A) 

Zone 1 should contain all destination storage initiators on all the nodes and all the source storage target ports in 

fabric A. Refer to Table 8. 

Table 8) Source storage to destination storage (production fabric A) zone 1 members. 

Zone Members 

Zone 1 Clustered Data ONTAP ï Node1 ï 0a 

Clustered Data ONTAP ï Node2 ï 0a 

AMS2100 ï Ctrl0 ï 0a 

AMS2100 ï Ctrl1 ï 1a 

2.2.2 Zone 2: Source Storage to Destination Storage (Production Fabric B) 

Zone 2 should contain all destination storage initiator ports on all the nodes and all the source storage target ports 

in fabric B. Refer to Table 9. 

Table 9) Source storage to destination storage (production fabric B) zone 2 members. 

Zone Members 

Zone 2 Clustered Data ONTAP ï Node1 ï 0b 

Clustered Data ONTAP ï Node2 ï 0b 

AMS2100 ï Ctrl0 ï 0e 

AMS2100 ï Ctrl1 ï 1e 

2.2.3 Zone 3: Host to Destination Storage (Production Fabric A)  

Zone 3 should contain the host HBA port 1 and the destination controller ports in production fabric A. Refer to 

Table 10. 

Table 10) Host to destination storage (production fabric A) zone 3 members. 

Zone Members 

Zone 3 Clustered Data ONTAP ï lif1 

Clustered Data ONTAP ï lif3 

Host ï HBA0  
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2.2.4 Zone 4: Host to Destination Storage (Production Fabric B)  

Zone 4 should contain the host HBA port 2 and the destination controller ports in production fabric B. Refer to 

Table 11. 

Table 11) Host to destination storage (production fabric B) zone 4 members. 

Zone Members 

Zone 4 Clustered Data ONTAP ï lif2 

Clustered Data ONTAP ï lif4 

Host ï HBA1 

2.3 Initiator Group Configuration  

Proper LUN masking configuration is critical for correct operation. All initiator ports (on both nodes) in clustered 

Data ONTAP storage must reside in the same igroup. 

FLI migration requires source storage LUNs to be accessed by NetApp storage. To enable access apart from 

zoning, creating initiator groups on the source storage using WWPNs of the initiator ports of the destination 

storage is required.  

Always enable ALUA on initiator groups for NetApp arrays. 

Initiator groups go by different names depending upon the vendor and product. For example: 

¶ Hitachi Data Systems (HDS) uses ñhost group.ò 

¶ NetApp E-Series uses ñhost entry.ò 

¶ EMC uses ñinitiator recordò or ñstorage group.ò 

¶ NetApp uses ñigroup.ò 

Regardless of nomenclature, the purpose of an initiator group is to identify initiators (by WWPN) that share the 

same LUN mappings. 

To define initiator groups, review your array documentation for how to set up LUN masking (igroups/host 

groups/storage groups, and so on). You can also review the FlexArray Virtualization Implementation Guide for 

Third-Party Storage for coverage of third-party storage configuration requirements. 

2.4 Perform Test Migrations 

A test or ñdry runò migration is performed before production migrations to verify proper storage and fabric 

configuration. Another reason to perform several test migrations is that you can use the amount of time they take 

to complete to extrapolate how long your production migrations may take and the throughput that can be 

expected. Otherwise, the number of variables that will factor into how long migrations will take will make it very 

difficult to accurately estimate. Refer to Appendix F: Test Migration Example Using Hitachi AMS2100 for a 

detailed example test migration workflow. 

Support Note 

The test migration should be performed a minimum of one week prior to beginning the production data 
migrations. This will allow enough time to resolve possible issues such as access, storage connectivity, and 
licensing. 

3 Migration Overview 

This chapter provides a high-level overview of a migration. Examples and discussions about specific FLI migration 

types will be discussed in greater depth in their respective sections of this report. 

https://library.netapp.com/ecm/ecm_download_file/ECMP12452953
https://library.netapp.com/ecm/ecm_download_file/ECMP12452953
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The steps presented in this section align with NetAppôs five-phase methodology for migrations, as shown in 

Figure 4. These phases provide a general framework to help identify where common tasks are performed 

throughout the entire migration process. 

Figure 4) Migration phases. 

 

3.1 Migration Overview 

This section provides a brief overview of the migration process. Swim lane charts indicate the tasks that can be 

performed in parallel in each of the five major components of migration: host, fabric, destination storage, and 

source storage. Specific types of migration are covered individually in sections that follow. 

Tables 12 through 17 and Figures 5 through 9 break down the major tasks performed in a typical migration, 

utilizing the NetApp foreign LUN import methodology.  
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3.1.1. Discover Phase 

The discover phase focuses on collecting information used for host remediation and creating migration plans in 

the later steps. The collection of most information is automated using the nSANity data collection tool (see Figure 

5 and Table 12).  

Figure 5) Discover workflow 

 

Table 12) Discover tasks. 

Component Tasks 

Host ¶ Identify HBA WWPNs (used for zone creation). 

¶ Identify LUN information (size, serial numbers, partition layouts, and offsets). 

¶ Identify third-party MPIO configuration, host operating system, HBA/CNA models 
and firmware, and so on. 

Fabric ¶ Identify host to source storage zones (will be removed post-migration). 

Destination storage ¶ Identify the WWPNs for the ports that will be used for initiator/target usage. 

Source storage ¶ Identify WWPNs (used for zone creation). 

¶ Identify LUNs mapped to the host. 

¶ Identify initiator records for the host. 

3.1.2. Analyze Phase 

The analyze phase focuses on items that must be addressed before migration planning (see Table 13). Host 

configuration specifics that fall outside of the NetApp Interoperability Matrix (IMT) must be identified. 

For each host, a target configuration (post-migration) is identified, and a gap analysis is performed to identify 

specific components that are not supported. The host analysis should be reviewed immediately upon completion. 

Required updates might break compatibility with applications running on each host. 

Usually required host changes are often not made until the actual migration event. This is due to the common 
need to schedule maintenance windows, but it is often less risky to do host changes in advance where possible 

http://support.netapp.com/matrix/
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(system patching, HBA updates, and so on). In addition, system updates are frequently done in coordination with 
application updates utilizing the same maintenance events. Typically, any changes made to the MPIO 
configuration before migration will affect the support of the current storage as well. For example, removing 
PowerPath from a host and reconfiguring it to use native MPIO (dm-mp and ALUA on Linux) might not be 
supported by the current storage configuration.  

Delaying MPIO reconfiguration until after the migration simplifies the process for rollback if required.  

Table 13) Analyze tasks. 

Component Tasks 

Host 1. Perform a gap analysis for each host. Identify required hot fixes/patches, OS updates, 
HBA driver, and firmware upgrades required to match the selected target configuration 
on the NetApp IMT. In addition, requirements for other NetApp software to be installed 
on this host (SnapDrive®, SnapManager®) should be taken into consideration. 

2. Determine a target configuration (post-migration) for each host (OS configuration, 
MPIO, HBA details, Host Utility Kit version). 

3. Determine additional NetApp product requirements (SnapDrive, SnapManager). 
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3.1.3. Plan and Prepare Phase 

The plan and prepare phase focuses on tasks required to create detailed migration plans and to make sure that 

everything is ready for the actual migration (see Table 14 and Figure 6). The majority of migration work is the 

planning performed during this phase. The planning phase is where you develop a remediation plan using the 

host gap analysis information gathered in the analysis phase. Use the host remediation information in Appendix 

B: Host Remediation while planning. After end-to-end connectivity is verified, a test migration is performed to 

make sure everything is properly configured before beginning production migrations. 

Figure 6) Plan and prepare workflow. 
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Table 14) Plan and prepare tasks. 

Component Tasks 

Fabric 1. Back up the existing zonesets. 

2. Zone the source storage to destination storage. 

Destination storage 1. Connect initiator ports to fabric. 

2. Discover source storage and test LUN. Mark the source LUN as foreign. 

3. Create test LUN using foreign LUN. 

4. Create test igroup and map test LUN. 

5. Offline test LUN. 

6. Create import relationship and start test migration. 

7. Delete import relationship and unmap test LUN. 

8. Remove the test LUN. 

Source storage 1. Create host group for destination storage using initiator port WWPNs. 

2. Create test LUN (1GB). 

3. Assign (map/mask) test LUN to destination storage host group. 

4. Remove the test LUN. 

3.1.4. Execute Phase 

The execute phase focuses on the actual LUN migration (see Figure 7/Table 15 for FLI offline and Figure 8/Table 

16 for FLI online) execution tasks. The host event logs are reviewed in order to find and correct any problems and 

reduce risk. The hosts are rebooted to make sure that there are no underlying issues with the hosts before major 

reconfiguration occurs. After the source LUNs are visible on the destination storage, migration jobs can be 

created and executed. After migrations are complete (FLI offline) or the FLI LUN relationship is established (FLI 

online), the host is zoned to the destination storage; new LUNs are mapped; and host remediation can begin for 

drivers, multipath software, and any other updates that have been identified in the analyze phase. 
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3.1.4.2 Offline Migration 

Figure 7) FLI offline execute workflow. 
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Table 15) Execute offline migration tasks 

Component Tasks 

Host 1. Reboot the host and verify that all file systems mount, all LUN paths are 
available, and services start. 

2. Prepare and shut down the host.   

3. After the migration completes, power on host. 

4. Configure the HBA to use new SAN boot LUN (SAN boot only). 

5. Uninstall third-party MPIO. 

6. Install NetApp host software and configure multipathing. 

7. Verify all paths to SAN boot LUN are healthy (SAN boot only). 

8. Update system files and configuration to reflect new devices. 

9. Verify all paths to all LUNs are healthy. 

10. Reenable all services and reboot host (verify host comes back up, all file 
systems mount, all services start). 

11. Configure the HBA with the second path to new SAN boot LUN (SAN boot only). 

Fabric 1. Unzone the host from the source storage. 

2. Create host to destination storage zone. 

Destination storage 1. Discover source array and new LUNs. 

2. Mark source LUNs as foreign. 

3. Create destination LUNs using foreign LUNs. 

4. Create host initiator igroups and map destination LUNs to igroup. 

5. Offline destination LUNs. 

6. Create import relationships and start import jobs. 

7. Create verify jobs (optional). 

8. Delete import relationships. 

9. Mark foreign LUN attribute to false. 

10. Online destination LUNs. 

11. Create a Snapshot® copy to enable rollback of destination LUN. 

12. Limit connectivity to a single path (SAN boot only). 

13. Assign SAN boot LUN to host; do not assign data LUNs at this point (SAN boot 
only). 

14. Verify all host ports are logged in. 

15. Create periodic Snapshot copies to enable rollback of destination SAN boot LUN 
(SAN boot only). 

16. Enable all paths to SAN boot LUN (SAN boot only). 

17. Assign data LUNs to host. 

18. Create a final migration Snapshot copy. 

Source storage 1. Assign source LUNs to destination storage. 

2. Remove the source LUNs assigned to destination storage. 
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3.1.4.2 Online Migration 

Figure 8) FLI online execute workflow. 
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Table 16) Execute online migration tasks 

Component Tasks 

Host 1. Verify that all file systems are mounted and all LUN paths and applications are 
available. 

2. Optional: If the LUNs being imported are for ESX, review and follow the 
instructions in Appendix A: ESX CAW/ATS Remediation.  

3. Prepare and shut down the hosts. 

4. Power on the hosts with destination LUNs. 

5. Configure the HBA to use new SAN boot LUN (SAN boot only). 

6. Uninstall third-party MPIO. 

7. Install NetApp host software and configure multipathing. 

8. Verify all paths to SAN boot LUN are healthy (SAN boot only). 

9. Update system files and configuration to reflect new devices. 

10. Verify all paths to all LUNs are healthy. 

11. Reenable all services and reboot host (verify host comes back up, all file 
systems mount, all services start). 

12. Configure the HBA with the second path to new SAN boot LUN (SAN boot only). 

Fabric 1. Unzone the host from the source storage. 

2. Create host to destination storage zone. 

Destination storage 1. Discover source array and new LUNs. 

2. Mark source LUNs as foreign. 

3. Create destination LUNs using foreign LUNs. 

4. Create host initiator igroups and map destination LUNs to igroup. 

5. Offline the destination LUNs. 

6. Remove hosts from source array LUN masking (igroups). 

7. Create import relationships and start import jobs. 

8. Perform host step 4 earlier (remap hosts to new LUN locations). 

9. Limit connectivity to a single path (SAN boot only). 

10. Assign SAN boot LUN to host; do not assign data LUNs at this point (SAN boot 
only). 

11. Create periodic Snapshot copies to enable rollback of destination SAN boot LUN 
(SAN boot only). 

12. Enable all paths to SAN boot LUN (SAN boot only). 

13. Online destination LUNs. 

14. Create a Snapshot copy to enable rollback of destination LUN. 

15. Start import relationships (start data copy from source to destination LUNs). 

16. Create verify jobs and stop import relationships (optional). 

17. Delete import relationships. 

18. Mark foreign LUN attribute to false. 
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Component Tasks 

Source storage 1. Assign source LUNs to destination storage. 

2. Unmap source LUNs to host. 

3. Create Snapshot copy to enable rollback of destination LUN. 

4. Remove the source LUNs assigned to destination storage. 

3.1.5. Verify Phase 

The verify phase focuses on the post-migration cleanup process and confirming the accuracy of the execution of 

the migration plan (see Table 17 and Figure 9). Initiator records on the source storage and zone between source 

and destination zone are removed. 

Figure 9) Verification and cleanup flowchart. 

 

Table 17) Verification, cleanup, and post-migration tasks. 

Component Tasks 

Host 1. Customer performs application testing. 

Fabric 1. Remove host to source storage zones from zoneset. 

2. Remove source storage to destination storage zones. 

3. Back up new zoneset. 
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Component Tasks 

Destination storage 1. Verify LUN alignment. 

2. Collect FLI import logs from event log. 

3. Remove manually created Snapshot copies used during the migration process. 

4. Remove source array. 

5. Perform storage failover testing as necessary for production environments. 

6. Document final configuration. 

Source storage 1. Remove host initiator groups. 

2. Remove destination storage initiator groups. 

3.2  Supported Operating Systems 

The list of supported operating systems changes as engineering qualifies new configurations. Refer to the NetApp 

Interoperability Matrix for  to verify support for  specific configurations.  

¶ All NetApp supported configurations (per the IMT) are supported as destination MPIO (for example, Windows 
2012 supported destination MPIO configurations include MSDSM and Data ONTAP DSM).  

¶ The data migration program will provide support for the configurations in the NetApp Interoperability Matrix.  

¶ Additional MPIO stacks will be supported in the future.  

¶ Additional MPIO configurations might work, but the configurations might not have been tested.  

¶ Customer environments vary greatly; the configurations in the NetApp Interoperability Matrix should be used 
as a guideline.  

¶ Boot from SAN is supported in all configurations unless specifically noted.  

¶ If you are unable to find your host OS listed, it may still be possible to get support for it using PVR. In order to 
investigate the feasibility of that option, contact your NetApp account team. 

 

Data Migration Best Practice 

NetApp recommends that all configurations be tested in a customer test environment before migration 

of production data. 

4 Discover and Analyze Phases 

4.1 Discover Phase 

The discover phase collects specifics of the customer environment to provide information necessary for 

successful planning and execution of the migration. 

4.1.1 Gather Information Using nSANity 

nSANity Diagnostic and Configuration Data Collector (nSANity) is used primarily to collect pre-migration 

configuration data for SAN environment being migrated. nSANity runs a series of predefined remote commands 

against a variety of possible components gathering diagnostics and configuration data. The collected data is 

stored as a gzip XML file and may be viewed and/or parsed using NetApp Data Center Planner (NDCP). 

For more information regarding the list of supported components, refer to the readme file included as part of the 

nSANity software distribution. 

http://support.netapp.com/matrix/mtx/login.do;jsessionid=2FA1A3158EE16002271959769D758AFF?
http://support.netapp.com/matrix/mtx/login.do;jsessionid=2FA1A3158EE16002271959769D758AFF?
http://support.netapp.com/matrix/mtx/login.do;jsessionid=2FA1A3158EE16002271959769D758AFF?
http://support.netapp.com/matrix/mtx/login.do;jsessionid=2FA1A3158EE16002271959769D758AFF?
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The syntax used for collection of Windows, Linux, ESX hosts, Cisco and Brocade switches, and NetApp storage 

is as follows: 

¶ Windows Syntax  

nsanity w indows://[[domain|host \ ]username[:password | *]@]windows_server  

¶ Linux Syntax 

nsanity linux://username:password@linux_server_ip_address  

¶ ESX Syntax 

nsanity vmware://username:password@vmware_server_ip_address  

¶ Cisco Syntax 

nsanity cisco://username:password@cisco_switch_ip_address  

¶ Brocade Syntax 

nsanity brocade://username:password@cisco_switch_ip_address  

¶ NetApp Syntax 

nsanity ontap://username:password@NetappController_switch_ip_address  

 

 

Windows Host Examples 

- Using plain text password:  

nsanity windows://netapp \ administrator:migrate@10.61.187.31  

- Prompting for password:  

 nsanity windows://netapp \ administrator:*@10.61.187.31  

 

Support Note 

¶ nSANity remotely performs data collection from the components. 

¶ Mac OS X and Linux binaries cannot collect Windows component data. 

¶ nSANity can be run locally on a Windows host using loopback address 127.0.0.1.  

¶ nSANity should be run against at least one switch in each fabric and all hosts included in the 
migration scope. 

4.1.2 NetApp Data Center Planner (NDCP) 

NetApp Data Center Planner (NDCP) is an application suite composed of utilities that assist in data migration. 

The application GUI consists of the Viewer and Parser tabs. The Viewer tab is used to view details of nSANity 

files. The left pane provides a tree view of the top-level nodes corresponding to the loaded file, and the right pane 

shows the details of the node selected in the left pane. The Parser tab is used to parse nSANity or SPCollect files 

and present the parsed content in a tabular format. The parsed content can be exported to formats such as csv, 

xls, yaml, and json. 

4.1.2.1 Open nSANity Files in the NDCP Viewer Tab 

To open nSANity files in the NDCP Viewer tab, complete the following steps: 

1. In the Viewer tab, select File > Open and select the required nSANity file. 
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Figure 10) NetApp Data Center Planner: open file. 

 

2. Select the gzip XML file or directory to open. 

Figure 11) NetApp Data Center Planner: open file (continued). 

 

3. From the left pane, expand the tree view of a loaded file and select an item. The details of this item are 
displayed in the right pane. 

Figure 12) NetApp Data Center Planner: Viewer tab. 

 

4.1.2.2 Open nSANity Files in the NDCP Parser Tab 

To open nSANity and SPCollect files in the NDCP Parser tab, complete the following steps: 



33   TR-4380: SAN Migration Using Foreign LUN Impor t       ® 2015 NetApp, Inc. All Rights Reserved. 

1. In the Parser tab, click File > Open. Select File or Directory. Select nSANity or spcollect and click Next. 

2. Select the file or directory to open. 

Figure 13) NetApp Data Center Planner: open nSanity data collection. 

 

 

3. Each tab in the right pane represents different elements of the components selected in the left pane. This 
information will be used to complete your Site Survey and Planning worksheet associated with the data 
migration project.  

Figure 14) NetApp Data Center Planner: Parser tab. 

 

4.1.2.3 Host Information 

Figure 15 and Table 18 provide an overview of the Hosts tab. 
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Figure 15) Hosts Tab 

 

 

Table 18) Hosts tab input from NDCP parser output 

Hosts Tab 

Site Survey Column NDCP Parser Tab NDCP Parser Column 

Hostname Host hostname 

IP Address Host collection target 

OS Version Host os_major_rev  

Platform Host cpu_type 

Architecture Host cpu_desc 

Service Pack  os_minor_rev 

Cluster Host 
is_clustered 

cluster_name 

cluster_members 

Volume Manager FS List 
parent_os_dev 

File System FS List 
type 

MPIO Host mpio/dsm 

Adapter HBA List 
manuf 

model 

Driver  HBA List driver 

Firmware HBA List fw 

Note: Enter the information for each of the hosts in the migration in the Hosts tab.  

4.1.2.4 Switch Information 

Figure 16 and Table 19 provide an overview of the Switches tab. 
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Figure 16) Switches tab from NDCP parser 

 

 

Table 19) Switches tab input from NDCP viewer output 

Switch Tab 

Site Survey Column NDCP Viewer Element 

Hostname show switchname 

Vendor show hardware 

Firmware show module 

 

Support Note 

¶ Switch details can be gathered by running nSANity against a switch. The nSANity file can then be 
imported into NDCP Viewer to obtain the required switch information.  

¶ A minimum of a single primary path is required for each controller owning a LUN that will be 
included in the migration. Additional paths through other controllers provide a degree of resiliency 
in the event of a fabric or storage controller outage.  

4.1.2.5 HBA and Zone Information 

Figure 17 and Table 20 provide an overview of the HBA and Zone Information tab. 

Figure 17) HBA and zone information from NDCP parser 
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Table 20) HBA and zone information tab input from NDCP parser 

HBA and Zone Information 

Site Survey Column NDCP Parser Tab NDCP Parser Column 

Hostname HBA List hostname 

WWPN HBA List Wwpn 

HBA Port Number in Fabric NDCP Viewer element 

show flogi database 

Cross-referenced by WWPN 

Fabric Name NDCP Viewer element 

show flogi database 

Cross-referenced by WWPN 

Pre-migration Zone Membership NDCP Viewer element 

show zoneset active 

Cross-referenced by WWPN 

Post-migration Zone Membership Host to Destination Zone Name  

 

Support Note 

Pre-migration zones must be identified so they may be replaced post-migration.  

 

4.1.2.6 Source LUN Information 

Figure 18 provides an overview of the Source LUNs tab. 

Figure 18) Source LUNs from NDCP parser 

 

Source LUN and storage group information is obtained from source storage. Log in to source storage and find 

storage group, host LUN ID, and array LUN ID. 
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Figure 19) HDS Storage Navigator: display host groups 

 

4.1.2.7 Storage Group Information 

Figure 20 provides an overview of the Storage Groups tab. 

Figure 20) Storage groups information from NDCP parser 

 

4.1.2.8 LUN Details Information 

Figure 21 and Table 21 provide an overview of the LUN Details tab. 

Figure 21) LUN details from NDCP parser 

 




















































































































































