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Abstract 

This document describes how to set up an SAP infrastructure and configure SAP Landscape 

Management (LaMa) to leverage NetApp® storage features with NetApp Storage Services 

Connector (SSC) or the extensibility of SAP LaMa. 
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1 Introduction 

SAP Landscape Management enables SAP system administrators to automate SAP system operations, 

including end-to-end SAP system copy and refresh operations. SAP LaMa is one of the few SAP software 

products with which infrastructure providers such as NetApp can integrate their products. With such 

integration, you can use the value added by NetApp from within the SAP LaMa GUI. 

NetApp offers the NetApp Storage Services Connector (SSC), which allows SAP LaMa to directly access 

technologies such as NetApp FlexClone® and NetApp SnapMirror® data replication. These technologies 

help minimize storage use and shorten the time required to create SAP system clones and copies. 

These values are available to customers who run their own on-premises data center or private cloud. 

They are also available to customers planning a hybrid cloud solution by integrating public cloud 

providers such as Amazon Web Services (AWS) or Microsoft Azure into their overall data center concept. 

SAP LaMa, together with NetApp SSC, can bridge the gap between on-premises systems and the cloud 

by defining clear data ownership and providing the tools to move systems seamlessly between clouds. 

With the help of the rich set of extensibility features in SAP LaMa, NetApp customers can directly 

integrate storage-based backups. They can also relocate SAP systems from on the premises into the 

cloud using a customer-defined system management function. For example, the NetApp Cloud Sync 

service can be integrated into SAP LaMa to clone SAP development or sandbox systems from any data 

center using any storage into the cloud and back again. 

The purpose of this document is to provide NetApp customers with a deeper understanding of the overall 

system architecture. It also provides guidelines for using the extensibility of SAP LaMa together with 

NetApp storage solutions to optimize data center operations. 

2 System Architecture 

From an administrator's perspective, SAP LaMa is the central tool that communicates with storage and 

the physical layer or the virtualization layer. In addition to creating SAP system copies and clones, SAP 

LaMa provides extensive monitoring capabilities and controls for SAP system interaction (start, stop, 

relocate, and so on). For more information about these features, see the SAP LaMa help page. 

2.1 Architecture Overview 

SAP LaMa can be used to manage SAP systems that run on any kind of infrastructure that supports SAP 

applications, including the following: 

¶ Standard physical servers in an on-premises data center 

¶ Cloudlike infrastructure that uses converged systems such as the FlexPod® platform, the Cisco and 
NetApp data center solution, or the new NFLEX® Converged Infrastructure from Fujitsu and NetApp  

¶ Virtual environments such as VMware, Hyper-V, and Linux KVM 

¶ Cloud infrastructures such as AWS and Microsoft Azure 

You must meet the following prerequisites to manage SAP systems with SAP LaMa: 

¶ SAP LaMa must communicate with SAP Host Agent running on the physical or virtual host. SAP Host 
Agent is installed automatically during SAP system installation. However, it can be configured 
manually to include hosts in SAP LaMa management that do not run SAP software, such as web 
servers. 

¶ To communicate with NetApp storage systems, SAP LaMa must communicate with NetApp SSC. For 
more information about NetApp SSC, see the NetApp SSC for SAP LaMa site. 

¶ In cloudlike multitenant environments, SAP LaMa must be able to reach all systems by using host 
names with DNS name resolution. This requirement also applies if SAP LaMa extends beyond data 

https://help.sap.com/viewer/p/SAP_LANDSCAPE_MANAGEMENT_ENTERPRISE
https://mysupport.netapp.com/tools/info/ECMLP2442538I.html?productID=61951/


5 Integrating NetApp ONTAP Systems with SAP 
Landscape Management 

© 2018 NetApp, Inc. All rights reserved. © 2016 NetApp, Inc. All rights reserved. 

 

center boundaries by integrating external systems hosted at a service provider or in a public cloud 
extension. 

¶ To use all SAP LaMa features, install systems following adaptive design principles (see Adaptive 
Design at SAP Community Network). However, a classically installed SAP system can benefit from 
the central management functions in SAP LaMa. 

Figure 1 shows a typical on-premises data center setup. SAP LaMa can integrate any SAP system, 

including classical NetWeaver-based SAP systems and SAP HANA running on all supported operating 

systems (for example, Linux, and UNIX using NFS attached storage). 

Figure 1) SAP LaMa system landscape. 

 

2.2 SAP Landscape Management Storage Adapter and NetApp Storage Services 
Connector 

To communicate with storage subsystems, SAP LaMa has a defined storage adapter. With this API, SAP 

defines all storage-related operations, such as copy or clone, on a generic level. Hardware vendors can 

implement these API calls to make their storage features available from within SAP LaMa workflows. 

NetApp Storage Services Connector 

The NetApp implementation of the SAP storage adapter is the NetApp SSC. Communication between 

SAP LaMa and NetApp SSC is established through a Simple Object Access Protocol (SOAP) interface. 

The communication partners are the following: 

http://scn.sap.com/docs/DOC-63513
http://scn.sap.com/docs/DOC-63513
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¶ NetApp SSC version 4.0, an executable that must be installed on a Linux host that is accessible by 
SAP LaMa and is able to connect to all NetApp storage systems integrated into SAP LaMa 

¶ The SAP LaMa storage API specific to NetApp delivered with SAP LaMa as of version 3.0 SP4 

Note: In previous versions of SAP LaMa, both parts of the storage adapter have been delivered by 
NetApp. For more details about the installation and version differences, see the NetApp SSC 
for SAP LaMa site. 

Figure 2) SAP LaMa storage adapter. 

 

In addition to the storage calls through NetApp SSC, SAP LaMa must also communicate with the hosts to 

mount newly provisioned or cloned volumes. For this communication, SAP uses its own SAP Host Agent. 

This Host Agent then mounts or unmounts volumes if an SAP instance starts or stops. The SAP Host 

Agent provides all required functionality for Network File System (NFS)ïattached volumes. 

Adaptive Computing Enabled 

SAP has developed adaptive computing to separate the operating system (OS) from the SAP installation, 

making it possible to move an installed SAP system from one host to another. This feature allows you to 

perform the following tasks: 

¶ Change the host type (CPU and memory) 

¶ Patch the OS without affecting the running SAP system 

¶ Move from a virtualized to a physical host and vice versa 

You can perform these functions without changing the configuration or reinstalling the SAP system. 

These options dramatically improve the manageability of an SAP system. They also enable you to easily 
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move from physical to virtual or even from on premises to a cloudlike infrastructure such as AWS or 

Azure. 

Figure 3) Adaptive design principles. 

 

To understand the differences with a standard installation, we must consider the OS changes occurring 

during an SAP installation. When an SAP system is installed on a host, users, groups, services, and file 

systems are created. In addition, many configuration options, such as the host name and IP address, are 

stored in configuration files and the SAP database. These configuration items make it very difficult to 

move an SAP system from the original installation host to another more powerful host. If the system is not 

installed in an adaptive-enabled manner, these items also make it difficult to change the host for OS 

maintenance and patching. 

An adaptive-enabled installation has the following features: 

¶ A centralized user management system such as the Lightweight Directory Access Protocol (LDAP) or 
Microsoft Active Directory. 

¶ Centralized storage instead of local disks. For example, all SAP-specific files and data must be 
separated from the local host disks. 

¶ Use of virtual host names to address the instance. Instead of installing an SAP system onto a host by 
using its physical host name and IP address, every SAP service has its own set of virtual host names 
and IP addresses. 

If an SAP application is relocated from one host to another, the SAP storage is moved (unmounted or 

mounted) to the new host, and the virtual IP addresses are relocated to the new host. The SAP client 

traffic still connects to the relocated virtual host names and IP addresses, and, from a networking 

perspective, the relocated SAP system remains unchanged. 

NetApp strongly recommends adaptive-enabled installations for SAP systems. 

2.3 SAP Landscape Management Extensibility 

Over the years, SAP has included many options to extend the built-in functionality of SAP LaMa with 

customer-specific functions. In addition, SAP allows customers to add more options to the GUI of SAP 

LaMa. Figure 4 depicts some of the available extensibility options. 

http://www.google.de/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&sqi=2&ved=0CCEQFjAA&url=http%3A%2F%2Fde.wikipedia.org%2Fwiki%2FLightweight_Directory_Access_Protocol&ei=Vl1xVaS7Acr_UrfigagE&usg=AFQjCNGS7H8SrthX-vQcKTPJ8kfZUFmolA&bvm=bv.95039771,d.bGQ
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Figure 4) SAP LaMa extensibility. 

 

This document demonstrates how to use the custom provisioning process to implement a one-click 

system migration process into the cloud using NetApp Cloud Sync as a service. 

3 SAP Landscape Management and NetApp: The Perfect 

Combination 

SAP LaMa enables automated copying and cloning of SAP systems. See the chapter ñSAP Landscape 

Management Use Casesò for a detailed discussion about SAP LaMa use cases. SAP has recently 

extended the built-in features of SAP LaMa to support not only on-premises data centers but also private 

and public clouds. 

The expanded functionality of SAP LaMa is a perfect match for the NetApp Data Fabric strategy. 

Customers can use an enterprise-grade platform for homogeneous and unified data access and 

management for any cloud provider. SAP LaMa takes care of all SAP system and compute-specific steps, 

while NetApp makes customer data available wherever the customer needs to run the SAP system. For 

an in-depth discussion about NetApp hybrid cloud solutions for SAP LaMa, see the chapter ñSAP LaMa in 

a Hybrid Cloudò and the chapter ñEnhancing SAP LaMa with One-Click Cloud Migration.ò 

Independent of which cloud or on-premises data center customers use to run their SAP systems, SAP 

LaMa offers IT departments and administrators IT as a service in a flexible, managed, secure, and cost-

efficient manner. However, the use of these SAP LaMa features also creates several challenges at the 

storage layer. For example, space requirements might increase, and fast data copy and cloning, high I/O 

loads, and so on might also occur. 

The following sections outline how these challenges can be overcome by using NetApp shared storage to 

minimize the costs for such infrastructure and the time required to perform these processes. With the help 

of the NetApp Data Fabric, the instructions found in the following sections are valid not only in a classic 

data center, but also in private and public clouds. 
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Manage Growing Storage Demands 

SAP production systems can grow to virtually any arbitrary size, with most systems exhibiting space 

requirements in the range of hundreds of gigabytes to several terabytes. Production systems typically 

show a growth trend and thus require additional space. In addition to production systems, test and 

development systems typically also require significant space. In many cases, multiple test or development 

systems are needed at the same time. For example, in a 2TB production system, each test system might 

take up an additional 2TB of space. Data centers typically possess substantial energy consumption for 

hardware and cooling, a lack of floor space, and low budgets. Building or renting additional data centers 

is often not economically feasible. Therefore, it is highly desirable to store data as efficiently as possible. 

NetApp FlexClone technology provides space-efficient volume clones directly at the file system level and 

is completely transparent to the user. To create SAP system copies and clones, FlexClone uses 

SnapshotÊ copies, which can be created in a few seconds without interrupting source system operation. 

Because the data is not copied but rather is referenced in place, the amount of storage required is limited 

to data that is changed at the source and the target system. This process significantly decreases the disk 

space needed for SAP system copies and clones. Consequently, existing storage can be used much 

more efficiently, thus saving additional hardware and operational costs. 

Given the scenario of one production and five development or test systems created from the original 

production system, the total space requirement in a traditional system would be six times the space 

required by the production system alone. With NetApp, however, because an untouched FlexClone 

volume is created with negligible cost, the total space consumption for the six systems would still be 

about the size of the production system itself. Even if the development or test systems differ from the 

parent system over time, the space savings are still significant. 

Multitenancy 

Larger enterprises often use infrastructure for more than one customer or project team such that different 

tenants must be isolated from one another on all relevant layers, including storage. NetApp supports this 

practice by virtualizing storage management with defined storage virtual machines (SVMs). Instead of 

managing individual nodes of a NetApp cluster, the management and control unit from a consumer point 

of view is a single SVM. Therefore, all infrastructure objects, such as users, volumes, and networks, are 

defined by and bound to the scope of an SVM. 

Nondisruptive Operation 

With NetApp ONTAP® software, customers can perform storage maintenance, hardware lifecycle 

operations, and software upgrades without interrupting their SAP systems. 

Efficient Cloning and Point-in-Time Copying of SAP Systems 

Clones or copies of SAP systems are usually required in testing environments. Creating clones of SAP 

production systems can be time-consuming because of their large size. NetApp FlexClone helps to 

significantly shorten this process. Instead of first reading and then copying the data, thereby allocating 

new blocks on the disks, FlexClone references already existing blocks of the parent as read only. 

Therefore, new blocks are allocated only when data is changed or written. When using SAP LaMa for 

SAP system copying in combination with NetApp shared storage, FlexClone volumes are created 

whenever possible, minimizing space and time consumption. 

One Unified API and Operating System 

NetApp ONTAP provides a single API and operating system, independent of the NetApp controller model. 

Therefore, only a single integration into SAP LaMa is required and maintained. 



10 Integrating NetApp ONTAP Systems with SAP 
Landscape Management 

© 2018 NetApp, Inc. All rights reserved. © 2016 NetApp, Inc. All rights reserved. 

 

Addressing Large and Multisite Environments 

NetApp ONTAP supports seamless migration of data from a storage controller within one cluster to a 

storage controller within the same cluster. By using NetApp SnapMirror, ONTAP also supports data 

migration between two different NetApp clusters separated by long distances. For example, data can be 

migrated to a different NetApp cluster in the same data center or even to a remote data center at a 

different site. After the initial baseline transfer has been completed, only differences between the data on 

the source site and the destination site must be transferred. 

Figure 5) Multisite environments. 

   

4 SAP Landscape Management Use Cases 

4.1 Overview 

SAP basis administrators must often deal with tasks such as SAP system clone, SAP system copy, and 

SAP system refresh. This section provides an overview of the business scenarios, technical workflows, 

and challenges of these use cases. 

SAP System Clone 

This use case addresses the problem of creating one or more clones of a running or predefined SAP 

system. An exact duplicate of an SAP system is referred to as an SAP system clone. The data and 
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configuration of this new system are identical to those of the original system, including, for example, the 

system ID (SID), network connections, clients, and so on. 

To prevent interference between the parents and clones, SAP system clones must be isolated. SAP 

LaMa isolates the cloned system from the rest of the landscape by using firewall rules at the OS level. 

The ability to clone SAP systems is beneficial in development, test, and upgrade scenarios. For example, 

before a new component upgrade is applied to a production system, the component can first be tested in 

a cloned environment to verify functional expectations without altering the original system. Downtime can 

therefore be minimized when applying the changes to the production system. SAP system clones can 

also be used for testing the disaster recovery strategy. In case of a logical corruption of a productive 

system, an SAP system clone, based on an older system backup that was taken before the corruption 

occurred, can help to recreate the corrupted data or tables. 

SAP System Copy1 

This use case addresses the provision of one or more SAP instances with individual configurations and 

SIDs. 

In contrast to an SAP system clone, an SAP system copy is a clone of an existing SAP system with 

additional postprocessing to the clone with SAP LaMa. Postprocessing changes the cloneôs properties, 

including the SAP SID and virtual host names. This process allows the system to run in an SAP 

landscape without interfering with the parent system. In this case, no network fence is required. 

Copying an existing system (for example, a template system) can be used to instantiate new systems for 

customers. Usually, manual postprocessing alone can take several hours or days. Automating this 

process lowers costs significantly and is also more accurate than applying the changes manually. 

SAP System Refresh 

A system refresh is a special use case of a SAP system copy. It addresses the scenario in which a 

customer wants to refresh, for example, the QA system with new data from the production system but 

wants to keep the QA systemôs identity and part of its configuration. This process is typically known as a 

QA refresh. 

Figure 6 depicts a comparison of the workflow items from different SAP LaMa use cases. The word clone 

indicates that NetApp technology is being used to streamline the process. 

                                                      

 

1 Throughout this document, we focus on homogeneous SAP system copies in which neither the operating 
system nor the database is changed. 
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Figure 6) SAP LaMa system clone, copy, and refresh. 

 

From a storage perspective, the clone, copy, and refresh use cases are all the same. Therefore, in the 

following sections, the clone, copy, and refresh use cases have been combined. 

Time Analysis for System Copy and Clone 

In general, the time required to create an SAP system copy or clone can be divided into three parts: 

¶ The time required to restore the backup to the target system.  

¶ The time required to perform OS-specific postprocessing.  

¶ The time required to perform database-specific and SAP application postprocessing. This step is only 
required in the case of an SAP system copy or refresh. 

A restore of the backup to the target system and OS-specific postprocessing must be performed in each 

of these cases. Database-specific and SAP postprocessing depend upon the customerôs SAP 

environment and must only be performed in the case of an SAP system copy. Some customers can finish 

database-specific and SAP postprocessing in a few hours, but other users might need several days to 

accomplish this task. 

In a conventional system copy or clone process, the data is first backed up and then restored, which 

takes a great deal of time. If an online backup is used, there is no downtime for the source system. 

However, the performance of the source system might be affected during the backup. Because of the 

large number of logs that must be applied, the time required to recover the database and make it 

consistent is greatly increased, possibly adding hours to the system copy or clone process. If an offline 

backup is used, the source system is shut down, resulting in a loss of productivity. 

Figure 7 through Figure 10 depict the differences in the time spent creating an SAP system clone or copy. 

Figure 7 and Figure 9 show the use of NetApp shared storage and SAP LaMa, and Figure 8 and Figure 

10 depict the time spent using conventional approaches. 
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Figure 7) SAP system clone: NetApp approach with SAP LaMa. 

 

Figure 8) SAP system clone: traditional approach. 

 

Figure 9) SAP system copy: NetApp approach with SAP LaMa. 

 

Figure 10) SAP system copy: traditional approach. 

 

All of the steps up to the point at which the SAP system can be started on the target host can be 

accomplished in a few minutes by using SAP LaMa in combination with NetApp shared storage. In 

comparison, the traditional approaches take significantly longer. In the case of an SAP system copy, SAP 

postprocessing must be performed in the traditional manner. The same is true for the NetApp with SAP 

LaMa approach, but this process is fully automated when deploying SAP LaMa. 

Terminology and Storage Technology Variations 

To benefit from the use cases described in this section, the underlying storage architecture and the 

source and target for the storage system must be known. Specifically, in the more complex environment 

shown in Figure 5, copying an SAP system might result in different storage cloning and mirroring 
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processes. To clarify these differences, this section explains any copy and clone variations and maps the 

NetApp terminology with terminology used in the SAP LaMa cloning wizards. It also explains the results 

of these variations with regard to copy time and storage space consumption. 

Figure 11 shows different technical scenarios for cloning a volume by using storage technology. The 

setup is similar to Figure 5, but it focuses more on the storage architecture. 

Figure 11) Technical cloning variations. 

  

The primary site cluster is shown with two high-availability pairs (HA pairs) and a total of four aggregates: 

aggr1 through aggr4. Data is accessed through two SVMs: SVMa and SVMb. In this example, aggr3 is 
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¶ The copy moves to a different aggregate within the same SVM or to a different SVM. Changing 
between aggregates requires that you copy the full dataset between the volumes hosted on the 
aggregates. This process, accomplished by SnapMirror technology, consumes time and additional 
space. 

If the use case repeats the copy process, such as for an SAP system refresh, NetApp recommends 
preconfiguring any NetApp SnapVault® or SnapMirror relationships to transfer Snapshot copies 
automatically to the target volume. The advantage of this synchronization is that subsequent copies 
only transfer the changes between Snapshot copies and are thus time-efficient again. In this case, 
the new volume is created by using a FlexClone copy from a Snapshot copy on the target aggregate. 

If the volume belongs to a different SVM on the same cluster, then those two SVMs must be peered, 
and a relationship must be set up to mirror volumes between the peered SVMs. If the target SVM 
belongs to a different storage cluster, then the two clusters must be peered as well. 

Terminology Mapping SAP LaMa and NetApp Storage 

To understand SAP LaMa workflows and any implications on the storage side, this section maps SAP 

LaMa terminology with the proper NetApp terms. 

In SAP LaMa, every SAP system is configured with all of its relevant mount data, including export paths 

for NFS or LUNs for block access. During an SAP LaMa system clone or copy, the storage manager (in 

this case, NetApp SSC) is responsible for mapping these SAP-specific configurations to the physical 

volumes on the storage system. Based on this mapping, the correct storage objects are identified, and 

the copy and clone operations are executed on these storage objects. 

Table 1 maps SAP LaMa and NetApp terminology. 

Table 1) SAP LaMa and NetApp terminology. 

SAP LaMa NetApp ONTAP 

Storage system Data logical interface (LIF, NAS) of an SVM. As part of 
the SSC configuration, one or more SVMs can be 
configured so that the SSC can manage all storage objects 
controlled by the SVMs. As part of this configuration for a 
single SVM, the IP addresses or host names of the relevant 
data LIF for data export must be specified. 

Data LIFs are used to connect the SAP host to the storage 
objects. 

Storage pool Aggregate. Each volume is hosted by a single aggregate. 
FlexClone copies (fast volume cloning based on Snapshot 
copies) are possible only when source and target volumes 
are in the same aggregate. 

Name (or volume name) Volume name 

Snapshot. With SAP LaMa, application-
consistent snapshots can be initiated. SAP 
LaMa maintains a list of snapshots by using a 
specific naming schema. 

Snapshot copy. On the NetApp side, a Snapshot copy is 
created by using an SAP LaMa-specific naming schema. 

External backup or snapshot External backup or Snapshot copy. A Snapshot copy or 
backup that has not been created by SAP LaMa. 
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SAP LaMa NetApp ONTAP 

Full copy FlexClone split. Volumes created as FlexClone copies are 
linked to the Snapshot copy, sharing identical blocks with 
the source volume. To break this relationship and make the 
target a full copy, an asynchronous split operation can be 
started.  

Note: To use Snapshot copies for backups and system copying and cloning, you must be able to start 
up the database in a consistent state or to recover the database by using logs. Depending on the 
database system and the state of the database when the Snapshot copy was created (online or 
offline), special requirements for the Snapshot copy of the data or the log volume must be 
fulfilled. If the Snapshot copies are created by SAP LaMa, SAP LaMa implements the SAP 
database-specific requirements. For external backups, it is the responsibility of the user to fulfill 
these requirements. 

4.2 SAP LaMa Supported Copy, Clone, and Refresh Scenarios 

Based on these definitions, the following three business scenarios are supported by SAP LaMa: 

¶ Copy, clone, or refresh from a primary site 

¶ Copy, clone, or refresh from a secondary site 

¶ Copy, clone, or refresh to a new target 

Copy, Clone, or Refresh from a Primary Site 

In this scenario, the volumes for both the source and the target SAP systems are within the same SVM. 

Because SVMs can have multiple aggregates assigned, you must determine whether the target volumes 

are created on a different aggregate or, in SAP LaMa terminology, whether the source and target belong 

to different storage pools. 



17 Integrating NetApp ONTAP Systems with SAP 
Landscape Management 

© 2018 NetApp, Inc. All rights reserved. © 2016 NetApp, Inc. All rights reserved. 

 

Figure 12) Copy, clone, or refresh from a primary site. 

 

Table 2 lists four combinations with different effects on time and resource consumption. 

Table 2) Use case variations: clone from primary. 

No. Use Case Description Speed of 
Storage 
Operation 

Benefits 

1 Clone, copy, or refresh 
on the primary and the 
same storage pool as 
the source. 

A new data-consistent 
storage Snapshot copy is 
created on the source 
volumes. This Snapshot 
copy is then used to 
create FlexClone copies 
of the source volumes. 

Very fast and 
independent of 
the volume size. 

Quick clone, copy, or 
refresh at the source 
location. Can be used for 
dev/test environments on 
the primary. 
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No. Use Case Description Speed of 
Storage 
Operation 

Benefits 

2 Clone, copy, or refresh 
on the primary and a 
different storage pool 
from the source. 

A new data-consistent 
storage Snapshot copy is 
created on the source 
volumes. This Snapshot 
copy is then used to 
create copies of the 
source volumes on the 
new storage pool by using 
SnapMirror technology.  

Slow. Dependent 
on volume size. 

Can be used to move the 
SAP system to a different 
storage pool. 

3 Clone, copy, or refresh 
on the primary by using 
an existing Snapshot 
copy. 

The SAP LaMa-
recognized Snapshot copy 
selected by the user is 
used to create FlexClone 
copies of the source 
volumes. 

Very fast. 
Independent of 
the volume size. 

Quick clone, copy, and 
refresh at the source 
location. Can be used for 
dev/test environments on 
the primary. 

4 Clone, copy, or refresh 
on the primary by using 
an existing external 
backup. 

An external snapshot 
name provided in custom 
cloning properties is used 
to create FlexClone 
copies of source volumes. 
Note that this snapshot 
name is not recognized by 
SAP LaMa.  

Very fast. 
Independent of 
the volume size. 

Quick clone, copy, or 
refresh at the source 
location. Can be used for 
dev/test environments on 
the primary. 

Copy, Clone, or Refresh from a Secondary Site 

In this scenario, the volumes of the target SAP system reside on a different SVM. This SVM could be a 

member of the same ONTAP cluster or a member of a different cluster, for example, at a second side 

data center. By using SnapVault or SnapMirror, the source volume (and all or some of its snapshot 

copies) can be replicated to this second site SVM. You can then use this site for a backup or disaster 

recovery process. NetApp SSC uses those existing replication relationships to copy or clone from a 

secondary site. 



19 Integrating NetApp ONTAP Systems with SAP 
Landscape Management 

© 2018 NetApp, Inc. All rights reserved. © 2016 NetApp, Inc. All rights reserved. 

 

Figure 13) Copy, clone, or refresh from a secondary site. 

 

Table 3) Use case variations: copy or clone from describes the three possibilities for this use case. 

Table 3) Use case variations: copy or clone from a secondary site. 

No. Use Case Description Speed of 
Storage 
Operation 

Benefits 

5 Clone, copy, or refresh 
on a secondary site. 

A new data-consistent 
storage Snapshot copy is 
created on the source 
volumes. This Snapshot 
copy is then transferred to 
the SnapVault or 
SnapMirror destination. 
After transfer, FlexClone 
copies of SnapVault or 
SnapMirror destination 
volumes are created by 
using this Snapshot copy.  

Moderate. 
Dependent on 
snapshot size 
and network 
connectivity 
between the two 
SVMs. 

Can be used to test the 
disaster recovery (DR) 
strategy and backups and 
do patch testing on the 
secondary location. 
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No. Use Case Description Speed of 
Storage 
Operation 

Benefits 

6 Clone, copy, and refresh 
on the secondary by 
using an existing 
snapshot copy. 

The SAP LaMa-
recognized Snapshot 
copy selected by the user 
is used to create 
FlexClone copies of the 
SnapVault or SnapMirror 
destination volumes. 

Very fast if the 
Snapshot copy is 
already present 
on the 
destination. 
Otherwise, 
moderate and 
dependent upon 
the snapshot 
size and network 
connectivity 
between SVMs. 

Can be used to set up 
quick dev/test 
environments on a 
secondary location and 
test DR and backup. 

7 Clone, copy, or refresh 
on the secondary by 
using an existing 
external backup. 

An external snapshot 
name provided in custom 
cloning properties is used 
to create FlexClone 
copies of the SnapVault or 
SnapMirror destination 
volumes. Note that this 
snapshot name is not 
recognized by SAP LaMa. 

Very fast if the 
Snapshot copy is 
already present 
on the 
destination. 
Otherwise 
moderate and 
dependent upon 
the snapshot 
size and network 
connectivity 
between SVMs. 

Can be used to set up 
quick dev/test 
environments on a 
secondary location and 
test DR and backup. 

Copy, Clone, and Refresh to a New Target 

If there are no existing SnapVault or SnapMirror relationships between two different SVMs, NetApp SSC 

uses the term ñnew targetò for the case in which a SnapMirror relationship is created temporarily for the 

cloning process. 
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Figure 14) Copy, clone, or refresh to a new target. 

 

Note: When you use this automated feature, NetApp SSC establishes a temporary SnapMirror 
relationship that has not been maintained upfront by the storage administrator. Because this 
process transfers a full copy, it is the responsibility of the SAP LaMa user to check whether 
enough storage capacity is available. If needed, SVM and cluster peering are also managed by 
NetApp SSC automatically. This action could be in conflict with your companyôs storage policies. 
Make sure to align these feature sets with the policies of the responsible storage administrator. 

Table 4) Use case variations: copy, clone, or refresh to new target. 

No. Use Case Description Speed of 
Storage 
Operation 

Benefits 

8 Clone, copy, or refresh 
on a new target. 

A new data-consistent 
storage Snapshot copy is 
created on the source 
volumes. This Snapshot 
copy is then used to 
create copies of the 
source volumes on the 
new target SVM by using 
SnapMirror technology. 

Slow. Dependent 
on volume size. 

Only useful for a one-time 
copy or move. 



22 Integrating NetApp ONTAP Systems with SAP 
Landscape Management 

© 2018 NetApp, Inc. All rights reserved. © 2016 NetApp, Inc. All rights reserved. 

 

No. Use Case Description Speed of 
Storage 
Operation 

Benefits 

9 Clone, copy, or refresh 
on a new target by using 
an existing Snapshot 
copy. 

The SAP LaMa-
recognized Snapshot 
copy selected by the user 
is used to create copies of 
the source volumes on the 
new target SVM by using 
SnapMirror. 

Slow. Dependent 
on volume size. 

Only useful for a one-time 
copy or move. 

10 Clone, copy, or refresh 
on a new target by using 
an existing external 
backup. 

An external snapshot 
name provided in custom 
cloning properties is used 
to create copies of the 
source volumes on the 
new target SVM with 
SnapMirror technology. 
Note that this snapshot 
name is not recognized by 
SAP LaMa. 

Slow. Dependent 
on volume size. 

Only useful for a one-time 
copy or move. 

4.3 SAP LaMa System Copy, Clone, or Refresh Wizard 

The following example shows the complete SAP LaMa system cloning workflow based on a source SAP 

HANA system with SAP SID H02. An SID is a three-character name for the SAP system that is defined 

during system installation. After the generic workflow is discussed, the different variants from Table 2 

through Table 4 are discussed with regard to the required input values for the SAP LaMa wizard. 

Cloning Wizard Generic Workflow 

Table 5) SAP LaMa cloning wizard. 

Step Action 

1 Start SAP LaMa and log in as the administrator. 

2 Navigate to the Provisioning tab and select the source SAP system with the system ID H02. 
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Step Action 

3 To start the cloning wizard, click Clone System. 

 

4 Enter the required values. Screen 1 of the wizard asks for the pool name for the cloned system. This 
step specifies the instances (virtual or physical) in which the new system starts. The default is to 
clone the system into the same pool as the target system. Required values include the following: 

¶ Short Name. This name is included in the virtual host names and cloned volume names. 

¶ Description. This description is new for the cloned systems. 

Click Next. 
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Step Action 

5 Choose target hosts. Screen 2 of the wizard asks for the target hosts on which the new SAP HANA 
instance is started. Depending on the system type, a system can have more than one instance. The 
target hosts for instances can be selected out of the host pool specified in the previous screen. Each 
instance or service can be started on a different host. In this example, there is only one instance. 

Click Next. 

 

6 Provide the information requested in screen 3, which asks for virtual host names and networks: 

¶ Host Name. The virtual host name of the SAP service. 

¶ IP Address. The IP address for this service. 

¶ Network. The configured network for this pool. 

Click Next. 

 














































































