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Abstract

This document serves as a best practices guide for architecting and deploying NetApp®
MetroCluster® software in a customer environment. This guide describes the basic
MetroCluster architecture, considerations for deployment, and best practices. As always, refer
to the latest technical publications on the NetApp Support site for specific updates on
processes; Data ONTAP® command syntax; and the latest requirements, issues, and
limitations. This document is for field personnel who require assistance in architecting and
deploying a MetroCluster solution.
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1 Introduction

1.1 Intended Audience

The information in this document is for field personnel and administrators who are responsible for
architecting and deploying MetroCluster continuous availability and disaster recovery solutions.

1.2 Scope

This document covers the following 7-Mode MetroCluster configurations for Data ONTAP 8.2.x releases:
91 Stretched or nonswitched MetroCluster (NetApp storage)

91 Fabric or switched MetroCluster (NetApp storage)

For MetroCluster in clustered Data ONTAP 8.3, see TR-4375 MetroCluster for Data ONTAP Version 8.3
Overview and Best Practices.

Topics that apply only to stretch MetroCluster refer to stretch MetroCluster.
Topics that are specific to NetApp storagei based fabric MetroCluster refer to fabric MetroCluster.
Topics that apply to all configurations refer simply to MetroCluster.

Other than a short description of it, V-Series/FlexArray virtualization MetroCluster specifics are not
covered in this document. However, any references to FAS controllers apply to the equivalent V-
Series/FlexArray virtualization models unless otherwise specified.

1.3 Prerequisites and Assumptions

For the methods and procedures described in this document to be useful to the reader, the following
assumptions are made:

1 The reader has at least basic NetApp administration skills.

1 The reader has a full understanding of HA pair controller configurations as they apply to the NetApp
storage controller environment.

1 The reader has at least a basic understanding of Fibre Channel switch technology and operation.

9 This technical report covers only Data ONTAP operating in 7-Mode. MetroCluster is supported in
clustered Data ONTAP 8.3.0 and following.

2 MetroCluster Overview

MetroCluster extends high availability, providing additional layers of protection.

NetApp highly available (HA) pairs couple two controllers protecting against single controller failures.
NetApp disk shelves have built-in physical and software redundancies such as dual power supplies and
RAID-DP® (double parity) technology. NetApp HA pairs and shelves protect against many data center
failures but cannot guarantee extreme levels of availability.

MetroCluster layers additional protection onto existing NetApp HA pairs. MetroCluster enables extreme
levels of availability. Synchronous data mirroring enables zero data loss, and automatic failover enables
nearly 100% uptime. Thus, MetroCluster enables a zero recovery point objective and a near-zero
recovery time objective.

NetApp HA leverages takeover functionality, otherwise known as cluster failover (CFO), to protect against

controller failures. On the failure of a NetApp controller, the surviving controller takes over the failed
cont r ol kserving gperdtians while continuing its own data-serving operations (Figure 1).
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Controllers in a NetApp HA pair use the cluster interconnect to monitor partner health and to mirror
NVLOG information composed of recent writes not propagated to disk.
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Figure 1) NetApp HA pair failover.

|8

Normal Operation: Controller B Fails. Controller A Failover Operation:
*Controller A Serving Oracle takes over Controller B’s data -Controller A Serving Oracle
*Controller B Serving Exchange serving operations *Controller A Serving Exchange

Cia l‘*l
Ga |

MetroCluster leverages NetApp HA CFO functionality to automatically protect against controller failures.
Additionally, MetroCluster layers local SyncMirror® technology, cluster failover on disaster (CFOD),
hardware redundancy, and geographical separation to achieve extreme levels of availability.

SyncMirror synchronously mirrors data across the two halves of the MetroCluster configuration by writing
data to two plexes: the local plex (on the local shelf) actively serving data and the remote plex (on the
remote shelf) normally not serving data. On local shelf failure, the remote shelf seamlessly takes over
data-serving operations. No data loss occurs because of synchronous mirroring.

CFOD, as distinct from CFO, protects against complete site disasters by:

1 Initiating a controller failover to the surviving controller
1 Servingthef ai l ed control | ethédatamimor a by activating
9 Continuing to serve its own data

Hardware is redundant for all MetroCluster components. Controllers, storage, cables, switches (fabric
MetroCluster), bridges, and adapters are all redundant.

Geographical separation is implemented by physically separating controllers and storage, creating two
MetroCluster halves. For distances under 500m (campus distances), long cables are used to create
stretch MetroCluster configurations (Figure 2). For distances over 500m but under 200km/~125 miles
(metro distances), a fabric is implemented across the two geographies, creating a fabric MetroCluster
configuration (Figure 3).
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Figure 2) Stretch MetroCluster. Point-to-point connections using long cables.
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Figure 3) Fabric MetroCluster. Four fabric switches used in two independent fabrics.
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2.1 Components Required for MetroCluster

Stretch MetroCluster
A stretch MetroCluster configuration includes the following components. A sample configuration is shown
in Figure 4.

Hardware

1 Standard HA pair of controllers running a compatible version of Data ONTAP (see the Interoperability
Matrix on the NetApp Support site for supported models and specific Data ONTAP releases).

1 FC-VI cluster adapter (one per controller) is required for the cluster interconnect on FAS31xx, 32xx,
62xx, and 80x0 controllers. FC-VI adapters are used and required only with MetroCluster ; standard
HA pairs do not use these adapters. The NVRAM InfiniBand interconnect is supported for the cluster
interconnect only on earlier models than those mentioned.

1 Sufficient initiator ports (storage adapters).

91 Extra disk shelves to accommodate the mirrored data.
1 SAS copper cables, SAS optical cables, or FibreBridges: two per stack of SAS shelves.

Data ONTAP Licenses

For versions of Data ONTAP earlier than 8.2, enable the following licenses (included as part of the base
software package starting in Data ONTAP 7.3):

9 cluster_remote license for the site failover on disaster functionality
1 syncmirror_local license for synchronous mirroring across sites
1 cluster license for controller failover functionality

Starting in Data ONTAP 8.2, required licenses are replaced with options. Features specific to
MetroCluster are enabled during configuration; for configuration steps, see the High-Availability and
MetroCluster Configuration Guide.

The following Data ONTAP options must be enabled on both nodes:

1 cf.mode: You must set this option to ha.
91 cf.remote_syncmirror.enable: Set the option to on.
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Figure 4) Stretch MetroCluster, FAS32xx single controller with DS14 shelves.

FAS Node A FAS Node B

Shelf 1

- -

Shelf 2 g

Shelf 2

B

_ Controller to local shelf
B  controller to remote shelf

Shelf to shelf

Fabric MetroCluster

A NetApp fabric MetroCluster configuration includes the following components. A sample configuration is
shown in Figure 5.

Hardware

1 An HA pair of controllers running a compatible version of Data ONTAP (see the Interoperability Matrix
on the NetApp Support site for supported models).

FC-VI cluster adapter (one per controller) for the cluster interconnect.
Extra disk shelves to accommodate the mirrored data.

Fibre Channel initiator ports: four per controller.
If using SAS shelves, FibreBridges: two per stack of SAS shelves.

=A =4 =4 A

Four Fibre Channel switches from the same vendor (Brocade and Cisco® fabric switches are
supported) with supported firmware. See the Interoperability Matrix on the NetApp Support site for
supported models. A pair of switches is installed at each location. When Cisco MDS 9710 switches
are used, one 9710 director at each site with 2 port modules (line cards) in each switch or 2 directors
at each site with one port module in each switch is supported.

0 The switches in a fabric must be the same model. It is supported, though not
recommended, to use different switches (from the same vendor) in the two fabrics. The
switches must be dedicated to MetroCluster; sharing with components other than
MetroCluster is not permitted. Existing switches compliant with these requirements can
be used, providing they were supplied by NetApp.

1 Associated cabling.
1 Dedicated native Fibre Channel links between sites.
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Switch Licenses

For Brocade fabric:

On each switch:

1 Brocade extended distance license. Required for intersite distances of more than 6km.

1 Brocade ports-on-demand (POD) licenses. Required to scale switch with additional ports.

. BNA Pro+ license enables ASUPE support for the Brocade switches. One license of BNA Pro+ is
included with every new fabric MetroCluster order when Brocade switches are selected.

Brocadebs specifications require the extended distanc
account for the FC-VI framing method in MetroCluster, the effective distance is calculated as (real
distance * 1.5). Therefore a distance of more than 6km requires the extended distance license.

For Cisco fabric:
On each switch:

1 Cisco ENTERPRISE_PKG license to maximize buffer-to-buffer credits and provide QoS for the
VSANSs. This license is required when Cisco switches are selected.

1 Cisco PORT_ACTIVATION_PKG license to scale switch with additional ports and to allow activation
and deactivation of switch ports. This license is required for the 9148 switch only if more than the
default licensed ports are being used. It is not required for 9222i or 9710 switches because all ports
are enabled by default.

1 The Cisco FM_Server_PKG license allows simultaneously fabric management and management of
switches through a web browser. It also provides performance management features. This license is
optional. It is only required if Fabric Manager features are used.

Data ONTAP Licenses

For versions of Data ONTAP earlier than 8.2, enable the following licenses (included as part of the base
software package starting in Data ONTAP 7.3):

9 cluster_remote license for the site failover on disaster functionality
91 syncmirror_local license for synchronous mirroring across sites
9 cluster license for controller failover functionality

Starting in Data ONTAP 8.2, required licenses are replaced with options. Features specific to
MetroCluster are enabled during configuration; for configuration steps see the High-Availability and
MetroCluster Configuration Guide.

The following Data ONTAP options must be enabled on both nodes:

 cf.mode: You must set this option to ha.
I cf.remote_syncmirror.enable: Set the option to on.
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Figure 5) Fabric MetroCluster, FAS62xx single controller with FibreBridges and Brocade 6510 switches.
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2.2 MetroCluster Dual-Chassis and Twin Configurations
Dual-chassis and twin configurations are supported in both stretch and fabric MetroCluster.

1 Dual-chassis MetroCluster configuration. Two single controllers in individual chassis are

connected:
Site A Site B
single controller MetraCluster™ single controller
FAS
Empty
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1 Twin MetroCluster configuration. Four controllers in 2 chassis form two independent MetroCluster
configurations. Controller A at site A connects to controller A at site B; controller B at site A connects to
controller B at site B. This configuration is supported with Data ONTAP release 7.3.3 and higher. This
does not give you both local and site failover, because the controllers in each chassis are not
connected to each other. It simply allows two MetroCluster configurations (instead of one) to share the
chassis.

Site A Site B
o MetroCluster1 i

FAS - + FAS
(EREE t-Hi4-m
FAS + * FAS

MetroCluster2

Note: If multiple MetroCluster configurations are implemented, either in a twin MetroCluster
configuration or by implementing a pair of dual-chassis MetroCluster configurations, switch
sharing between two MetroCluster configurations is supported for selected switches. This is
currently possible with Brocade 5100 or 6510 and Cisco 9710; see section 9.8 for more
information.

2.3 MetroCluster with Nonmirrored Aggregates

NetApp recommends mirroring all aggregates in a stretch or fabric MetroCluster configuration; however,

some customers might choose not to mirror a subset of their aggregates. There are inherent risks

associated with including nonmirrored aggregates in MetroCluster configurations:

1 Controller panic on multidisk failure in a nonmirrored aggregate can affect overall MetroCluster
availability.

1 Nonmirrored aggregate data will be unavailable in the event of a site failure.

Note: All SAS storage, including nonmirrored aggregates, must utilize the FibreBridge in a fabric
MetroCluster configuration; directly attached storage is not supported.

3 MetroCluster Failure Handling

MetroCluster componentsd cluster failover, SyncMirror, cluster failover in case of disaster, and
geographical separationd work individually or in tandem to protect against failures. The following graphics
illustrate failure scenarios and the components responsible for protection. A fabric MetroCluster
configuration is demonstrated in the following figure; the same concepts apply to stretch MetroCluster.
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3.1 Controller Failure

In Figure 6, normal HA (CFO)c auses control |l er B t o -demihg®pemtiomrsr contr ol
Failover is automatic.

Figure 6) Controller failure: automatic failover to surviving controller.
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3.2 Shelf Failure

In normal MetroCluster operation, reads are serviced from the local plex, and writes are sent to both the
local and remote plex. If a shelf on the site A controller fails, as shown in Figure 7, the reads will be
redirected to the remote plex, plex A_ REMOTE in this instance. Writes will also be sent only to the remote
plex until the shelf is repaired or replaced. The process of directing reads and writes as necessary is
seamless and automatic.

Figure 7) Shelf (or plex or aggregate) failure: automatic and seamless failover to mirrored plex.
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|
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3.3 Switch Failure

Fabric MetroCluster configurations use four fabric switches (either Brocade or Cisco) per MetroCluster
configuration, creating two fabrics between sites. Failure of one fabric or a switch simply causes failover
to the surviving fabric. Failover is automatic.

Figure 8) Switch failure: automatic failover to redundant fabric.
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3.4 Complete Site Failure

Failure of an entire site requires an administrator to initiate a takeover from the surviving site using a

single CFOD command. Requiring manual takeover eliminates ambiguityb et ween fisi te di sast:
iloss of connectivity between sites. 0 Nothesedanol y, Metr o
scenarios; however, witness software called the MetroCluster tie-breaker (MCTB) can be implemented to

differentiate between them. See the section fMonitoring MetroCluster and MetroCluster Tools.0

Figure 9) Complete site failure: Enter CFOD command on surviving controller.
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3.5 Link Loss Between Sites

MetroCluster takes no action if both links are lost between sites. Each controller continues to serve data
normally, but the mirrors are not written to because access to them is lost.

Figure 10) Link loss between sites: MetroCluster takes no action except to suspend mirroring.
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3.6 Rolling Failures

The previous failure scenarios covered instances of single component failure and complete site disaster.
Instances in which multiple components fail sequentially are called rolling failures. For example, failure of
a controller followed by the failure of a fabric followed by the failure of a shelf results in CFO, fabric
redundancy, and SyncMirror sequentially protecting against downtime and data loss.

Figure 11) Example of rolling failures.

SITEA

1. Cluster
FailOver

B_LOCAL

|
Synch(onous-""“n\*
Mirroring il A_REMOTE

| 3. SyncMirror

|
——> Data path :

Conceptually, all the preceding failure scenarios apply to all MetroCluster configurations:

1 DS1l4-based stretch MetroCluster configurations (except switch/fabric failures)
1 DS14 FC-based fabric MetroCluster configurations

1 SAS-based stretch MetroCluster configurations (except switch/fabric failures)
1 SAS-based fabric MetroCluster configurations
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4 SAS-Based MetroCluster Configurations

MetroCluster supports SAS shelves. The shelves attach to the MetroCluster configuration using SAS
copper cables, SAS optical cables, or FibreBridges:

1 Fabric MetroCluster configurations create storage area network (SAN) fabrics across sites; therefore,
the storage must understand the Fibre Channel protocol. The 6500N FibreBridge performs protocol
conversion from SAS to FC, enabling SAS disks to appear as LUNs in a MetroCluster fabric.

91 Stretch MetroCluster configurations achieve campus distances (max 500m) using cables of sufficient
length and optionally patch panels. The cables extend from controller to controller and from controller
to shelf across campus distances. SAS cables are available in copper and optical mediums to reach
these distances. FibreBridges may also be used.

4.1 FibreBridge Details
Figure 12 and Figure 13 show the FibreBridge front and back, respectively.

Figure 12) FibreBridge 6500N front.

ATTO

FiaReBeroce ssoon =

Figure 13) FibreBridge 6500N back.
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;r—--\a _,,%:;ﬁ _,‘I
5 anew  anem

FibreBridge 6500N physical characteristics are:

1 1U of rack space

1 2 8Gb Fibre Channel Small Form Factor Pluggable Plus (SFP+) ports

1 2X4 6Gb SAS QSFP+ ports (only 1 port used)

1 2 Ethernet ports for management

1 1 serial port for initial configuration

FibreBridge 6500N configuration:

1 2 FibreBridges required per disk stack (for redundancy and performance)
1 Data ONTAP 8.1 or higher required

% 10 shelves maximum per stack, unless SSDs are present, in which case the limit varies according to
the number of SSDs. See section 9.7 for more information on mixed shelf requirements.)
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1 Existing DS14-based MetroCluster configurations can be expanded with SAS shelves using
FibreBridge

FibreBridge 6500N performance:

1 63k IOPS maximum for 4kB reads

1 52k IOPS maximum for 4kB writes

1 1.1GB/sec throughput maximum, using both FC ports and 128kB reads and writes

For more information on FibreBridge performance, see section 10.4.

4.2 Stretch MetroCluster with FibreBridge
In stretch MetroCluster, a minimum of four FibreBridges per configuration are required, two on each site.
Existing DS14 stretch MetroCluster configurations can be expanded with SAS shelves using FibreBridge.

Figure 14 shows the cabling diagram. Each of the required four FC ports on each controller connects to
an FC port on each bridge.
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Figure 14) SAS-based stretch MetroCluster using FibreBridge.
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4.3 Fabric MetroCluster with FibreBridge

In fabric MetroCluster, a minimum of four FibreBridges per configuration are required, two on each site

Existing DS14 stretch MetroCluster configurations can be expanded with SAS shelves using FibreBridge.

Figure 15 shows the cabling diagram. Two of the required four FC ports on each controller connect to
each FC switch. Each FibreBridge also connects to a switch.
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Figure 15) SAS-based fabric MetroCluster using FibreBridge.
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4.4 FibreBridge Setup and Configuration

Refer to Configuring a MetroCluster system with SAS disk shelves and FibreBridge 6500N bridges on the
NetApp Support site for step-by-step configuration information.

For manageability and supportability purposes, a unique shelf ID is required for SAS shelves.

4.5 Shelf Mixing Rules for Stretch MetroCluster

Refer to section 9.7 for information on mixing SAS, SATA, and SSD storage in MetroCluster.

4.6 Stretch MetroCluster with SAS Optical Cables

Connections are made using active optical cables with existing QSFP connectors on supported SAS
HBAs. Optical SAS cables are available in both multimode and single-mode fiber types and are
compatible with existing optical patch panel infrastructure. Figure 16 and Figure 17 show connections
with multimode and single-mode fiber, respectively.
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Data ONTAP version 8.1.3 and 8.2.1 or later is required. Optical SAS is NOT supported with Data
ONTAP 8.2.

Figure 16) SAS-based stretch MetroCluster using multimode SAS optical.

Figure 17) SAS-based stretch MetroCluster using single-mode SAS optical.

5 Stretch MetroCluster Considerations

A stretch MetroCluster configuration provides continuous availability across data centers in adjacent
buildings or across floors or across campus distances. A maximum of 500m between controllers is

supported.

Keep the following planning points in mind when deploying a stretch MetroCluster configuration.
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