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Abstract 

NVM Express (NVMe) is a data storage protocol that delivers the fastest response times for 

business-critical enterprise applications. However, NVMe is more than a storage 

specification; the broader NVMe over Fabrics protocol encompasses the entire data path, 

from server to network to storage system. 

This technical report focuses on building modern SANs on NVMe over Fabrics, especially 

NVMe over Fibre Channel (NVMe/FC, also known as FC-NVMe).  

This document describes the industry-first NVMe/FC implementation in NetApp® ONTAP®, 

includes guidelines for SAN design and implementation, and provides links to testing and 

qualification recommendations. 

Note: Some NetApp documentation and UI might refer to NVMe over Fibre Channel as ñFC-
NVMeò, rather than the now standard and trademarked term ñNVMe/FC.ò FC-NVMe and 
NVMe/FC are interchangeable abbreviations that both refer to NVMe over Fibre Channel.  
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1 NVMe in the Modern Data Center 

NVMeðthe NVM Express data storage standardðis emerging as a core technology for enterprises that 

are building new storage infrastructures or upgrading to modern ones.  

NVMe is both a protocol optimized for solid-state storage devices, and a set of open-source architectural 

standards for NVMEM components and systems. 

The NVMe standard is designed to deliver high bandwidth and low latency storage access for current and 

future memory technologies. NVMe replaces the SCSI command set with the NVMe command set and 

relies on peripheral connect interface express (PCIe), a high-speed and high-bandwidth hardware 

protocol that is substantially faster than older standards like Small Computer Systems Interface (SCSI), 

Serial Attached SCSI (SAS), and Serial Advanced Technology Attachment (SATA).  

The problem is that SCSI was introduced almost 40 years ago and was designed for the storage 

technologies prevalent in that era: 8-inch floppy drives and file-cabinet-sized HDDs. It was also designed 

around the relatively slow single-core CPUs and smaller amounts of DRAM then available.  

NVMe, on the other hand, was developed to work with nonvolatile flash drives, driven by multicore CPUs 

and gigabytes of memory. It also takes advantage of the significant advances in computer science since 

the 1970s, allowing for streamlined command sets that more efficiently parse and manipulate data.  

1.1  NVMe and FCP Naming 

NVMe adds some new names for some common structures. Table 1 maps some common structures that 

have different names than those used in Fibre Channel Protocol (FCP).  

An NVMe Qualified Name (NQN) identifies an endpoint and is similar to an iSCSI Qualified Name (IQN) in 

both format (domain registration date, domain registered, and something unique like a serial number). A 

namespace is analogous to a LUN; both represent an array of blocks presented to an initiator. A 

subsystem is analogous to an igroup, it is used to mask an initiator so that it can see and mount a LUN or 

namespace. Asymmetric Namespace Access (ANA) is a new protocol feature for monitoring and 

communicating path states to the host operating systemôs MPIO or multipath stack, which uses 

information communicated through ANA to select and manage multiple paths between the initiator and 

target. 

Table 1) FCP and NVMe/FC terms. 

Fibre Channel Protocol (FCP) NVMe/FC 

World-wide Port Name (WWPN) NVMe Qualified Name (NQN) 

LUN Namespace 

Igroup / LUN Mapping / LUN Masking Subsystem 

Asymmetric Logical Unit Access (ALUA) Asymmetric Namespace Access (ANA) 

1.2 Why NVMe Is So Fast 

NVMe will become an essential part of the modern data center, because it addresses three crucial 

attributes of data storage performance: IOPS, throughput, and latency: 

¶ IOPS is a measure of how many read or write operations a device can perform per second. Itôs 
different for reads than for writes, for sequential versus random operations, and depending on the 
size of the blocks being stored or retrieved. Most devices will report higher IOPS values when 
working with small block I/O sizes, such as 4KB or 8KB blocks. But real-world applications often 
require higher I/O sizes, such as 32KB or 64KB blocks, so itôs important to base assessments on 
relevant I/O characteristics. 

¶ Throughput is a measure of how quickly a storage device can read or write data, often specified in 
gigabits per second (Gbps). Itôs typically higher for larger I/O sizes and varies with I/O direction and 

https://pcisig.com/specifications
http://www.scsita.org/about-scsi-t10-specifications
http://www.t10.org/members/
http://www.serialata.org/
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access type (random or sequential), so again it must be assessed vis-à-vis your real-world operating 
environment. 

¶ Latency is the time between the beginning and the completion of a read or write operation. Storage 
latency depends on the size of the data being transferred, whether itôs sequential or random, whether 
itôs being read or written, and the speed of the network. Low storage latency, especially low read 
latency, is essential for providing users with a responsive and engaging experience, particularly when 
theyôre accessing apps on a mobile device.  

Figure 1) Why NVMe/FC is so fast. 

 

The IOPS and bandwidth improvements are primarily the result of NVMeôs flexibility and its ability to take 

advantage of fast transport technologies to move NVMe commands and data. These transports include: 

¶ FCP. Currently available in speeds of 16 and 32Gbps and soon 64Gbps. 

¶ RDMA Protocol. 

- Data center fast Ethernet: Currently available in 25, 40, 50, and 100Gbps. 

- InfiniBand: currently available with speeds up to 100Gbps. 

¶ PCI Express 3.0. Supports 8 gigatransfers per second (GT/s), which translates to approximately 
6.4Gbps. 

Throughput improvements are a result of the massive parallelization possible with NVMe. This 

parallelization allows the protocol to distribute processing across multiple cores for the concurrent 

processing of multiple threads. 

Latency improvements are a result of a combination of factors, including: 

¶ Streamlining the NVMe command set 

¶ A polling mode driver replacing hardware interrupts 

¶ Elimination of software locks 

¶ Removal of context switches 

These factors work together to increase throughput and reduce latency, key metrics for an enterpriseôs 

business-critical applications.  
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2 NVMe and Modern SANs 

SANs are the preferred architecture for many of the most important enterprise applications in use today.  

SANs are block storage. They present arrays of blocks to a host OS; the host OS then partitions and 

formats LUNs (the array of blocks) into a file system that the OS manages.  

About 75% of SANs use FCP (SCSI and data inside FC frames); iSCSI is used in about 20% of SANs, 

with the remainder being Fibre Channel over Ethernet (FCoE). All three of these block protocols are 

popular, efficient, and reliable transports.  

The other primary form of networked storage is NAS, where the storage array owns the file system and 

presents files by using NFS, CIFS, or SMB. All block protocols are easily consumed by host operating 

systems and enterprise applications; they are fast, reliable, and invisible to the applications. SAN is the 

more prevalent network storage architecture: it has over 70% of the total network storage market, and 

NAS is used in approximately 30% of the market. Both SAN and NAS enable organizations to have better 

control, data protection, and performance. 

2.1 NVMe Use Cases 

Like the data center flash revolution that preceded it, NVMe defines a new standard for speed. Itôs 

especially significant because it enables low latency, which is crucial to the user experience.  

Although virtually all applications benefit from low latency, itôs especially significant in some of todayôs 

most important business segments: 

 Artificial intelligence (AI). Many AI workloads use NAS with file-based protocols (primarily NFS). 
However, AI file systems (like GPFS) that work better with block protocols will see performance 
improvements from adopting NVMe/FC.  

 Machine learning (ML)/deep learning (DL). ML/DL workloads will gain significant performance 
improvements by using NVMe/FC, because it enables high data ingest rates and much higher 
concurrent performance. Another NVMe benefit in these environments would be the ability to 
support large numbers of initiators concurrently running I/O against centrally located data lakes. 

 Internet of Things (IoT). NVMeôs high ingest rates and ability to support huge numbers of client 
connections enable storage arrays that use NVMe to fulfill two roles. In one role, NVMe can act as 
both edge data collection points. In the other role, NVMe can act as centralized storage pools that 
can host the resultant data lakes created with all the sensor data.  

NVMe also provides substantial performance benefits for enterprise database applications such as 

Oracle, Microsoft SQL Server, SAP HANA, and NoSQL databases such as MongoDB. 

In some cases, the increases in performance are significant enough that they enable some activities that 

were either not possible or would have been cost-prohibitive without NVMe. For instance: 

A storage controller, such as the AFF A300 and single shelf of disks (5 rack units, or 5U), can be placed 

as an ultra-high data ingest edge sensor collection point. The size/cost performance ratio for the AFF 

A300 makes what would have once required multiple much larger (and more expensive) arrays to support 

the ultra-high ingest rate. Additionally, we can use NetApp® SnapMirror® replication technology to mirror 

the collected data back to a central data lake and possibly use storage located on NetApp Private 

Storage (NPS) that can store data on NetApp storage adjacent to cloud compute. By using NPS, 

organizations can host data next to cloud compute resources that can be rapidly brought online and 

scaled up to parse and manipulate the huge amounts of data located on NPS to extract value from that 

data in a highly flexible, almost unlimited scale. By using this architecture, organizations can rapidly 

increase or decrease cloud-sourced compute according to their requirements, while maintaining 

sovereignty over their data. For more information about NPS, see the NPS page. 

 

 

https://www.netapp.com/us/products/cloud-storage/private-storage-cloud.aspx
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3 NVMe as a Storage Attachment Architecture 

NVMe is most commonly used today for attaching disks and disk shelves. Many storage vendors and 

suppliers have introduced offerings based on using NVMe as a storage-attachment architecture and 

standard. Technically, in most cases, NVMe is the protocol used to perform I/O, whereas the physical 

transport is primarily PCIe. 

In this scenario, NVMe replaces the SCSI command set with the NVMe command set and frequently 

replaces SATA or serial-attached SCSI (SAS) with PCIe to connect drives to the storage controller. NVMe 

relies on a physical attachment and transport. It uses PCIe as the transport. Besides NVMe/FC, another 

potential transport protocol can be remote direct memory access (RDMA) over Converged Ethernet 

(RoCE).  

NVMe-attached flash offers more bandwidth and reduced latencies because: 

¶ It offers more and much deeper queues, 64k (65,535) queues, each with a queue depth of 64k. 

¶ The NVMe command set is streamlined and therefore more efficient than legacy SCSI command 
sets. 

Changing from a SAS 12GB back end and the SCSI command set to PCIe-attached drives with the 

NVMe command set improves performance (throughput) and decreases latency for any back-end 

protocol. This improvement is due to disk access, which is more efficient, requires less processor power, 

and can be parallelized. Theoretically, performance improvements can improve throughput by 

approximately 10ï15% and reduce latencies by 10ï25%. Obviously, differences in workload protocols, 

other workloads running on the controller, and even the relative busyness of the hosts running I/O will 

cause these numbers to vary significantly.  

3.1 NetApp AFF A800 

The AFF A800 all-flash array is the first NetApp array that uses NVMe-attached solid-state drives (SSDs). 

Figure 2) NetApp AFF A800.  

 

If you were to start with a blank slate and set out to design an industry-leading high-end all-flash array for 

2018 and beyond, you would come up with a system like the AFF A800. Here are just a few of the 

highlights: 

¶ Industry-first end-to-end NVMe/FC host-to-flash array over 32Gb FC; the AFF A800 FC HBAs can 
autonegotiate down to 16 or 8Gbps (N-2) 

¶ Industry-first 100GbE connectivity for front-end connections for NAS and iSCSI protocols 

¶ 2.5PiB effective capacity in a 4U chassis with 15.3TB NVMe SSDs (coming soon) 

¶ 100GbE NetApp MetroClusterÊ IP for peak performance 

The internal NVMe SSDs with their high performance and low latency will speed up any application. Even 

better, when the AFF A800 is coupled with NVMe/FC, the result is end-to-end NVMe connectivity, which 

enables organizations to achieve higher performance at lower latencies.  

https://www.netapp.com/us/products/storage-systems/all-flash-array/aff-%20a-series.aspx
https://www.netapp.com/us/campaigns/aff-%20comparisons.aspx
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Figure 3) NetApp end-to-end NVMe/FC. 

 

On the other hand, some customers have been waiting for a storage solution with support for 100GbE. 

And some might decide to enable 100GbE for NAS and iSCSI protocols along with 32Gb FC (which 

NetApp released in 2016) for both FCP and NVMe/FC and end up with a system that delivers excellent 

application bandwidth.  

The AFF A800 is optimal for either SAN-only or NAS-only environments, or a combination of both. For 

more information, see this short lightboard video. Figure 4 shows the performance improvements that 

organizations can expect by deploying FCP or NVMe/FC on an AFF A800. Notice that the blue NVMe/FC 

line stays flat compared with the FCP line, which indicates that NVMe/FC can provide substantially more 

performance capacity when compared to FCP on the AFF A800. This means you can expect higher 

throughput when using NVMe/FC on the AFF A800. The knee of the curve for FCP appears to be about 

1.2M IOPS at a little over 500ms compared with NVMe/FC, which has substantially more headroom 

(available performance capacity compared to FCP). 

Figure 4) AFF A800 FCP versus NVMe/FC performance comparison. 

 

https://www.youtube.com/watch?v=63hHs8ABOr0
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4 NVMe over Fabrics 

NVMe isnôt just a storage specification. The NVMe over Fabrics (NVMe/FC) protocol extension 

encompasses the entire data path, from server to network to storage system. After the HDD bottleneck 

was removed by replacing HDDs with flash SSDs, another bottleneck appeared: the storage protocols 

being used to access data, both locally and over SANs.  

The Nonvolatile Memory Express committee introduced NVMe to upgrade local storage access protocols. 

With the release of NVMe-oF, the committee has added specifications and architectures for using NVMe 

protocols and command sets over greater distances, using various network and fabric protocols. The 

result is large performance increases and reductions in latencies for workloads moved from FCP or iSCSI 

to NVMe-oF specifications such as NVMe/FC.  

Implementing end-to-end NVMe requires not just NVMe-attached solid-state media, but also NVMe 

transport from the storage controller all the way to the host server. The original NVMe specification 

designed the command set and architecture for the attachments but relies on PCIe (or another physical 

transport specification) for transport and transmission. It was primarily focused on attaching nonvolatile 

flash storage technologies to local servers. NVMe replaces SCSI commands and increases both the 

number of processing queues and queue depths for each of the processing queues. NVMe reduces 

context switches and is lockless. These enhancements dramatically improve access and response times 

of NVMe-attached disks, including those using a PCI bus.  

4.1 NVMe and Data Fabrics 

NVMe defines access protocols and architectures for connecting local nonvolatile storage to computers or 

servers. NVMe-oF enhances the original NVMe specifications by adding scaling and range 

improvements. NVMe-oF is the NVMe extension that effectively brings NVMe to the SAN marketplace, 

because it defines and creates specifications for how to transport NVMe over various network storage 

transports such as FC, Ethernet, InfiniBand, and others. 

NVMe-oF ultimately adds NVMe as a new block storage protocol type. It generically specifies transport 

protocols and architectural specifications that vendors must follow if they develop specific NVMe-oF 

protocols, such as NVMe/FC. 

With NetApp ONTAP® 9.4 data management software, NetApp introduced its first NVMe-oF 

implementation that uses NVMe/FC. In fact, ONTAP 9.4 is the industryôs first version of a complete host-

to-storage solution using NVMe/FC. 

Figure 5) ONTAP 9.4 delivers end-to-end NVMe flash with NVMe-FC and the new AFF A800. 

 

http://nvmexpress.org/wp-content/uploads/NVMe_over_Fabrics_1_0_Gold_20160605-1.pdf
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NVMe-oF defines how NVMe can use existing transport technologies such as FC and Ethernet to 

transport the NVMe protocol over distances and enable the use of networking technologies such as 

switches and routers. By supporting these transport protocols, NVMe-oF radically improves performance 

of large-scale storage arrays. It increases parallelization of storage protocols by replacing other protocols 

such as: 

¶ FCP: SCSI commands encapsulated inside FC frames 

¶ iSCSI: SCSI commands encapsulated in IP/Ethernet frames 

¶ FCoE: FC frames with encapsulated SCSI commands that are in turn encapsulated inside an 
Ethernet frame 

One of the best characteristics of NVMe/FC is that it can coexist concurrently and use the same data 

network components that FC uses for SCSI access to storage. NVMe/FC thus can coexist on the same 

hosts, fabrics, and storage that are using FCP, enabling a seamless transition to new technology. This 

can be done as simply as having one or more FCP LIFs hosted on the same physical HBA port as one or 

more NVMe/FC LIFs. 

NVMe-oF is primarily intended to extend the NVMe protocol to data networks and fabrics. It defines the 

access architectures and protocols used to attach compute to block-based storage. It is easiest to think of 

this as an update to current block protocols such as:  

¶ FCP. FCP encapsulates SCSI command descriptor blocks (CDBs) inside an FC frame. FC defines a 
transport method, whereas FCP specifically means using the FC Protocol to encapsulate SCSI 
(CDBs). Currently, FCP is the most common SAN protocol. FCP fabric (network) speeds range from 
1 to 32Gbps; 8Gbps and 16Gbps are the most commonly encountered speeds. 

¶ iSCSI. iSCSI was defined by the Internet Engineering Task Force (IETF) first in RFC 3270 Internet 
Small Computer Systems Interface. This document was superseded by RFC 7143 Internet Small 
Computer System Interface (iSCSI) Protocol (Consolidated), which updated and modernized the 
original specification introduced in 2004. 

NVMe-oF provides specifications, architectural standards, and models that can be used to transport 

NVMe inside various current transports. NVMe-oF transports include: 

¶ NVMe/FC. NVMe using FC as the transport. For details, see section 5. 

¶ NVMe transport using RDMA. There are several transports that support RDMA: 

- NVMe over InfiniBand (NVMe/IB). This solution uses InfiniBand, which can currently support 
100Gbps, as an ultra-high-speed transport. Although it is incredibly fast, InfiniBand is expensive 
and has both distance and scaling limitations. The first enterprise-class storage array to offer 
NVMe-oF (using an NVMe/IB target) is the NetApp EF570 array, which can deliver 1M IOPS and 

21GBps, at less than 100ms in a 2U platform. For more information, see the EF570 datasheet.   

¶ RDMA over Ethernet transports. 

- Internet Wide-Area RDMA Protocol (iWARP) transports RDMA by using Direct Data Placement 
Protocol (DDP), which is transported by using either TCP or Secure TCP (STCP). DDP transmits 
data in streams and doesnôt segment it to fit into TCP protocol data units. 

- RoCE transports RDMA over Converged Ethernet; it offers lower latencies because it doesnôt 
require TCP. RoCE requires an Ethernet switch that supports Data Center Bridging (DCB) and 
Priority Flow Control (PFC). DCB switches are not the same as standard Ethernet switches and 
tend to be more expensive. Hosts and storage controllers need to have RDMA-capable network 
interface cards (RNICs) installed. There are two variations of RoCE: 

o RoCE v1, the original RoCE specification, defines a data link layer protocol that allows 
communication between initiators and targets in the same subnet. RoCE is a link layer 
protocol that canôt be routed between subnets.  

o RoCE v2 is an internet layer protocol that uses User Datagram Protocol (UDP) over either 
IPv4 or IPv6. It is a layer 3 internet layer protocol that can be routed between subnets. 
Because UDP doesnôt enforce in-order delivery and the RoCE v2 specification doesnôt allow 

https://tools.ietf.org/html/rfc3720
https://tools.ietf.org/html/rfc3720
https://tools.ietf.org/html/rfc7143
https://tools.ietf.org/html/rfc7143
https://www.netapp.com/us/media/ds-3893.pdf
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out-of-order packet delivery, the DCB network must deliver packets in the order they were 
sent. RoCE v2 also defines a flow-control mechanism that uses Explicit Congestion 
Notification (ECN) bits to mark frames and Congestion Notification Packets (CNPs) to 
acknowledge receipts.  

¶ iSCSI Extensions for RDMA (iSER). An enhancement to the iSCSI protocol to support using RDMA. 

Figure 6) NVMe can use multiple network transports. 

 

Note: NVMe/FC support in ONTAP 9.4 is NetAppôs first NVMe-oF offering; support for other transport 
protocols is planned for future releases. 

5 NVMe over Fibre Channel (NVMe/FC) 

NetApp customers build and manage some of the biggest data centers in the world. Over the next few 

years, they will all upgrade their data storage systems to NVMe. But which NVMe-oF transport will they 

choose? 

Although RDMA transports are important, itôs likely that NVMe/FC will initially be the dominant transport in 

data center fabrics. Using FC as a transport provides these benefits: 

¶ Almost all high-performance block workloads are currently running on FCP today.  

¶ Almost all (~70%) of these organizations are currently using a SAN with FCP. 

¶ Most performance-focused workloads currently have either Gen 5 or 6 (16Gbps or 32Gbps) switches 
already in their fabrics. 

¶ There is a small footprint of 25/50/100Gbps Ethernet switches currently installed in data centers that 
would form the backbone infrastructure for any RDMA over IP, TCP, RoCE, or other similar 
transports. 

¶ Both FCP and NVMe/FC can use the same physical components to transport SCSI-3 and NVMe 
concurrently. 

https://tools.ietf.org/html/rfc3168
https://tools.ietf.org/html/rfc3168
https://community.mellanox.com/docs/DOC-2321
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¶ Many NetApp customers already own all the hardware necessary to run NVMe/FC now and will be 
able to start using NVMe/FC with a simple software upgrade to NetApp ONTAP 9.4 or later. 

Both FCP and NVMe can share all the common hardware and fabric components and can coexist on the 

same wires (technically optical fibers), ports, switches, and storage controllers. Thus, an organization can 

easily transition to NVMe, because they can do so at their own pace. In fact, if they have recently 

upgraded switches and directors (that is, Gen 5/6), they will be able to upgrade nondisruptively to ONTAP 

9.4 or later. 

NVMe/FC looks very much like FCP, which is defined as encapsulating SCSI-3 CDB inside FC frames. 

The reason both look so similar is that NVMe/FC swaps out the older SCSI-3 CDB for the new, 

streamlined NVMe command set. With this simple replacement, NVMe/FC offers substantial 

improvements to throughput and latency.  

Figure 7) NVMe/FC versus FCP frames. 

 

NetApp has launched NVMe/FC first, because it is by far the dominant SAN protocol, with about three 

times the adoption of the next-largest protocolðiSCSI. This means organizations already have significant 

investments in FC infrastructure and skill sets. Furthermore, when performance is the primary concern, 

FC SAN is almost always the transport of choice. 

Because NVMe/FC simply swaps command sets from SCSI to NVMe, it is an easy transition to make. 

NVMe/FC uses the same FC transport and therefore the same hardware from the host, through the 

switch and all the way to the NVMe/FC target port on the storage array. Thus, NVMe/FC implementations 

can use existing FC infrastructure, including HBAs, switches, zones, targets, and cabling. 

Although ONTAP uses a NVMe/FC LIF that is separate from the FCP LIFs, both LIFs can be hosted on 

the same physical HBA port at both the host initiator and storage target. NVMe/FC and FCP can share 

the same physical infrastructure concurrently, so the same physical port, cable, switch port, and target 

port can simultaneously host and transmit both FCP and NVMe/FC frames. The two protocols are 

separated at the logical rather than physical layers, making adoption and transition from FCP to 

NVMe/FC simple and seamless. You can migrate workloads from FCP to NVMe/FC at your own pace 

without having to disrupt your production operations or run multiple parallel infrastructures. Because 

NVMe/FC and FCP use the same physical infrastructure, NetApp customers can nondisruptively 

implement a new technology to improve performance, introduce new workflows, and improve the 

performance of existing workflows that are transitioned to it. 
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Figure 8) Adopt modern technology nondisruptively. 

 

NetApp engineering took advantage of several open-source architectural specifications to rapidly develop 

the ONTAP NVMe/FC target and support the seamless interoperability with other NVMe hardware and 

software. While adopting and complying with these specifications, NetApp has also been active in several 

standards organizations including NVM Express, Inc., and the International Committee for Information 

Technology Standards (INCITS), where NetApp has donated designs, specifications, and guidance back 

to the open standards community. In addition to contributions of code and designs back to NVM Express 

and INCITS, NetApp has adopted and contributed to numerous reference designs and architectural 

standards, including: 

¶ Data Plane Development Kit (DPDK)  

¶ Storage Performance Development Kit (SPDK)  

5.1 NetApp NVMe/FC Release Announcement 

The ONTAP 9.4 Release Notes includes the following information about the support for NVMe over Fibre 

Channel (NVMe/FC): 

ONTAP 9.4 introduces NVMe over Fibre Channel (NVMe/FC), an industry first. 

NVMe/FC is a new block-access protocol that serves blocks to the host, similar to FCP and iSCSI, 
using the NVMe command set instead of SCSI. The NVMe architecture constructs, a lean command 
set, and scalable sessions, which enable significant reductions in latency and increases in 
parallelism, making it well suited to low-latency and high-throughput applications such as in-memory 
databases, analytics, and more.  

NVMe/FC can be provisioned and configured through on-box NetApp OnCommand® System 
Manager software (point a web browser at the IP address of the cluster management or any of the 
node management ports) or the CLI. 

End-to-end NVMe/FC connectivity from the host through SAN fabric to NetApp AFF controllers is 
necessary to get the maximum performance using this new protocol. Consult the NetApp IMT to verify 
the latest supported solution stack for ONTAP 9.4. 

Note that ONTAP 9.4 implementation of NVMe/FC requires application-level high availability. If a 
controller loss or path failure occurs, application host needs to manage path failover to its 
(application) HA partner. This limitation exists because the NVMe multipathing specification called 
Asymmetric Namespace Access (ANA), analogous to ALUA in SCSI protocol, was still under 
development. 

While implementing NVMe/FC, NetApp has helped design the ANA protocol in the NVMe forum, 
where it was recently ratified. A future release of ONTAP will offer support for this enhancement. 

 

https://software.intel.com/en-us/networking/dpdk
http://www.spdk.io/
https://library.netapp.com/ecmdocs/ECMLP2492508/html/frameset.html
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6 NVMe/FC Limitations 

NetApp ONTAP 9.4 has several NVMe/FC protocol restrictions and limitations: 

¶ The debut version of NVMe/FC introduced in ONTAP 9.4 does not support path failover. For details, 
see section 6.1, ñONTAP 9.4 NVMe/FC Target and Native HA Failover.ò 

¶ Storage virtual machines (SVMs), also known as Vservers, are only able to support either NVMe/FC 
or all the other ONTAP block and file protocols. The restriction was put in place for the ONTAP 9.4 
rollout to speed and streamline development while limiting the possibility that the NVMe/FC target 
code could introduce a regression in any of the other ONTAP protocols. This restriction will be 
removed in a future ONTAP release.  

¶ The NVMe service must be started before the LIF is created. 

¶ NVMe LIFs and namespaces must be hosted on the same node. 

¶ Only one NVMe LIF is permitted per SVM (Vserver). This restriction will be removed in an upcoming 
version of ONTAP. 

¶ LUNs and namespaces cannot be mixed on the same volume. This restriction will be removed in an 
upcoming version of ONTAP. 

6.1 ONTAP 9.4 NVMe/FC Target and Native HA Failover  

NetAppôs first release with support for NVMe/FC is ONTAP 9.4, which does not have remote path failover 

and storage-managed high availability (HA). Thus, it needs to rely on application-based HA features, just 

like Oracle ASM, MongoDB, and other applications that manage failover at the application rather than 

storage networking layer. 

Note: The lack of NVMe/FC HA failover does not affect the failover characteristics for any other 
ONTAP front-side protocol. ONTAP HA failover works normally for all other protocols: FCP, 
FCoE, iSCSI, NFS, and CIFs/SMB. 

HA failover support is not available in ONTAP 9.4 NVMe/FC because the NVMe/FC protocol is under 

rapid development. While NetApp SAN target engineering was building the NVMe/FC target, they had to 

also engineer and create an HA path management and failover specification, because the NVMe/FC 

protocol lacked one.  

In fact, NetAppôs NVM Express committee representative, Fred Knight, was the lead author submitting 

technical proposals TP 4004 and TP 4028, defining a functional HA error-reporting and failover protocol. 

The new protocol, ANA, was ratified in March of 2018. 

NVMe/FC relies on the ANA protocol to provide multipathing and path management necessary for both 

path and target failover. The ANA protocol defines how the NVMe subsystem communicates path and 

subsystem errors back to the host so that the host can manage paths and failover from one path to 

another. ANA fills the same role in NVMe/FC that ALUA does for both FCP and iSCSI protocols. ANA with 

host OS path management such as MPIO or DM-Multipath provide path management and failover 

capabilities for NVMe/FC. Figure 9 and Figure 10 show the cover pages of both technical proposals 

submitted to NVM Express, Inc. for ratification. Figure 11 shows the International Committee for 

Information Technology Standards (INCITS) T11 cover sheet for the T11-2017-00145-v004 FC-NVMe 

specification. The INCITS T11 committee is responsible for standards development in the areas of 

Intelligent Peripheral Interface (IPI), High-Performance Parallel Interface (HIPPI), and FC.  

Note: NetApp plans to add support for the ANA protocol in a future ONTAP release, which will enable  
ONTAP to support controller HA and multipathing for NVMe/FC. 
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Figure 9) TP 4004: ANA base proposal (ratified 3/18). 

 

Figure 10) TP 4028: ANA path and transport (ratified 1/18). 

 

Figure 11) INCITS 540-201x, T11 FC-NVMe defines NVMe command and data transport using FC standards. 
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7 Getting Started with NVMe/FC  

NetAppôs forecasts that most NVMe/FC uptake that occurs with ONTAP 9.4 will be from organizations 

that are experimenting with testing and qualifying NVMe/FC in their organizations before migrating 

production workloads to it. Most enterprise storage teams are risk averse and will want to run thorough 

qualification and testing before putting a new protocol into production. Additionally, we expect that most 

early adopters will wait until ANA is added to the ONTAP NVMe/FC target and the desired host OSôs 

support of ANA as part of their NVMe/FC support. The only adopters likely to be unconcerned about the 

lack of ANA are those who have applications that manage HA at the application rather than storage layer. 

As mentioned previously, some of these applications might include MongoDB or Oracle ASM. 

7.1 Testing NVMe/FC: NVMe Testing and Qualification Suggestions 

An upcoming technical report will cover testing and qualification recommendations. It will also provide 

guidance for organizations that are considering experimenting with NVMe/FC before promoting it as a 

production protocol. 

We will supply a link to this testing guidance in a future update to this technical report.  

8 Interoperability 

At the time of the NetApp ONTAP 9.4 release, the following components were qualified from four vendors 

who partnered to introduce NVMe/FC to the market: 

¶ SUSE Enterprise Linux version 12 SP3 

¶ Broadcom/Emulex LPe3200X HBA  

¶ Broadcom Brocade Generation 5 or 6 (16 or 32Gbps switches) running Fabric OS 8.1.0a or later  

¶ NetApp AFF A300, AFF A700, AFF A700s, or AFF A800 systems and ONTAP 9.4 with at least one 
32Gbps target adapter in each node 

Note: For specific versions of software firmware and drivers, see the Interoperability Matrix Tool (IMT). 
More items will be added to the IMT as components are tested and qualified. Make sure to 
always refer to the IMT for the latest interoperability details. 

8.1 Interoperability Matrix Tool (IMT) 

Verify that your entire planned or current configuration matches one of the configurations in the IMT. This 

is important, because NVMe/FC is undergoing rapid development on three different axes: 

¶ NetAppôs target 

¶ Broadcom (Emulex) HBA driver, firmware 

¶ SUSE Enterprise Linuxôs NVMe/FC Linux initiator and control interfaces 

Any departure from the IMT-listed configurations is likely to perform inconsistently and unexpectedly. The 

IMT has added a new protocol filter, FC-NVMe, which can be used to check NVMe/FC qualified 

configurations.  

http://support.netapp.com/matrix/mtx/login.do
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Figure 12) NetApp IMT adds FC-NVMe protocol filter. 

 

9 Best Practices for NVMe/FC 

9.1 Currently Published Best Practices 

Regardless of whether an organization chooses to test and qualify or use NVMe/FC workloads in 

production, all teams should follow general FCP SAN best practices. These best practices apply because 

NVMe/FC uses FC as a transport. NetApp SAN best practices can be found in TR-4080: Best Practices 

for Scalable SAN. 

9.2 Fabric and Switch Configuration and Operational Best Practices 

NVMe/FC doesnôt require any special configurations or best practices that differ from the general Brocade 

or Cisco FC switch and fabric best practices. Single-initiator zoning is a best practice. Another best 

practice is to use WWPNs to assign zone memberships (instead of switch-port-based zone memberships 

or hard zoning). 

Best Practice 

Run Brocadeôs SAN Health tool to collect fabric configuration details. SAN Health verifies that your 

fabrics are healthy and error-free. SAN Health also automatically documents and visualizes your 

fabrics. SAN Health can be used on any fabric regardless of whether any Brocade switches are 

present. For more details on SAN Health, see https://www.broadcom.com/support/fibre-channel-

networking/tools/san-health. 

https://www.netapp.com/us/media/tr-4080.pdf
https://www.netapp.com/us/media/tr-4080.pdf
https://www.broadcom.com/support/fibre-channel-networking/tools/san-health
https://www.broadcom.com/support/fibre-channel-networking/tools/san-health
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9.3 NVMe/FC Setup and Configuration 

SUSE Linux Enterprise Server 12 SP3 is the only host operating system that was qualified with the 

ONTAP NVMe/FC target for the ONTAP 9.4 release. 

Setup and Configuration Quick List 

Before setting up NVMe/FC, make sure that the following requirements are in place: 

 Verify that your configuration exactly matches a qualified configuration listed in the NetApp IMT. 
Failure to do so is likely to lead to suboptimal, poorly configured storage implementation. 

 Deploy, cable, and configure your physical infrastructure to adhere to the NetApp and Brocade SAN 
best practices. See section ñWhere to Find Additional Information.ò 

 Enable N_Port ID virtualization (NPIV) on all fabric switches. 

 Use single-initiator zoning and use WWPNs to specify zone membership. Do not use switch port 
connectivity to denote zone membership or hard zoning. 

 Create NVMe/FC objects (SVMs, volumes, namespaces, subsystems, and LIFs) by using 
OnCommand System Manager or the ONTAP command line. For details, see Appendix B: Using 
OnCommand System Manager to Create ONTAP NVMe/FC Objects and Appendix C: ONTAP 
NVMe/FC CLI CommandsðInitial Setup and Discovery. 

 Use OnCommand Unified Manager to monitor the health and performance of newly created NVMe 
objects and create reporting thresholds and alerts.  

9.4 Detailed Setup and Configuration Procedure References 

Use the following links to appendixes and other articles to perform NVMe setup and configuration: 

¶ To set up and configure the NVMe/FC objects in ONTAP by using OnCommand System Manager 
(the on-box GUI), see Appendix B: Using OnCommand System Manager to Create ONTAP NVMe/FC 
Objects. 

¶ To use the CLI to set up and configure NVMe/FC in ONTAP, see Appendix C: ONTAP NVMe/FC CLI 
CommandsðInitial Setup and Discovery. 

¶ To set up SUSE and configure, discover, and connect to an ONTAP NVMe/FC target, see knowledge 
base article 1076721. 

¶ To display NVMe objects and run I/O against them, see Appendix D: CLIðDisplay Objects and Run 
I/O. 

https://mysupport.netapp.com/matrix/#welcome
https://kb.netapp.com/app/answers/answer_view/a_id/1076721
https://kb.netapp.com/app/answers/answer_view/a_id/1076721
https://kb.netapp.com/app/answers/answer_view/a_id/1076721
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10 Performance 

NVM Express, Inc. initially developed the NVMe specifications and architectures to address the 

bottleneck caused by flash. When flash replaced hard drives, it removed the principal storage bottleneck 

that the hard drives created but cause another bottleneck: the command set and control plane. The 

NVMe specifications and architecture replace the SCSI command set with a new, leaner command set 

that: 

¶ Streamlines commands (SCSI commands were backward compatible to the original standard first 
authored almost 40 years ago) 

¶ Uses a polling mode rather than hardware interrupts  

¶ Reduces context switches 

¶ Is lockless 

¶ Increases queues to 64k (65,535), each with a queue depth of 64k 

Figure 13 illustrates how each of the previous points affects throughput and latency. The lean command 

set (I/O path) is more efficient, enabling more I/O in the same amount of time with the same working set 

and infrastructure. By reducing context switches and using polling mode rather than hardware interrupts, 

NVMe significantly reduces forced processor idle time. The removal of software locks also reduces the 

processor time spent at idle. The largest performance increases can be attributed to the huge number of 

queues and their associated queue depths, which allow each of those queues to use a separate 

processor core to concurrently process I/O. 

Together, these enhancements create large increases in performance. These increases can most readily 

be seen in increases in throughput or IOPS and decreases in latency. During the initial testing, NetApp 

workload engineering and performance teams observed performance improvements that were often 

higher than 50%, measuring IOPS while reducing latencies by 80ï100ms.  

Figure 13) NVMe/FC ultra-high-performance design. 

 

Table 2, Figure 14, and Figure 15 display the results of some of the internal testing by NetApp. 

Table 2 shows huge increases comparing single LUN versus single namespace access. This comparison 

highlights how much the increases in parallelization can affect performance. NetApp doesnôt recommend 

using single LUNs when performance is required, because it limits I/O processing for that stream to a 

single CPU core. Figure 14 and Figure 15 show 8k and 4k random read performance from the testing in 

NetAppôs performance characterization labs. The testing was done as a tuning work set before building, 
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testing, and documenting reference architectures verified by NetApp, Brocade, and Broadcom for several 

popular critical enterprise applications. 

Look for these NetApp Verified Architecture papers in the near future.  

Table 2) AFF A700 4K random read NVMe/FC versus FCP. 

 NVMe/FC Delta Versus FCP 
(Percentages) 

Single port, IOPS 619K 207% 

Single namespace/LUN, IOPS 540K 880% 

Peak IOPS 865K +51% 

Figure 14 and Figure 15 compare the number of IOPS per latency for both FCP and NVMe. Both show a 

substantial increase in the number of I/Os that the controller can complete within a certain period. 

Interesting, NVMe/FC increases the number of IOPS achieved and reduces the time needed to complete 

those IOPS. 

Figure 14) AFF A700 HA pair, ONTAP 9.4, 8K random read FCP versus NVMe/FC. 
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Figure 15) AFF A700 HA pair, ONTAP 9.4, 4k random read FCP versus NVMe/FC. 

 

For more information about how NVMe and NVMe/FC improve performance and reduce latency, see: 

¶ TR-4683: NVMe Modern SAN Primer 

¶ Demartek Evaluation: Performance Benefits of NVMe over Fibre Channel ï A New, Parallel, Efficient 
Protocol 

Appendix A: Where Does the NVMe Standard Come From? 

The NVMe version 1.0 standard was ratified by NVM Express, Inc. in March 2011. There have been 

several updates to the standard since, with the latest being NVMe version 1.3a, ratified in November 

2017. The NVMe standard covers the software stack through to device access for modern storage 

devices.  

NVM Express published a complementary specification, the NVMe Management Interface (NVMe-MI), in 

November 2015. NVMe-MI is focused primarily on out-of-band management. The NVMe-oF specification 

was added in June 2016. NVMe-oF defined using the NVMe protocol over a network or fabric. 

Where to Find the NVMe Standards Documents 

You can download the NVMe specifications, white papers, presentations, videos, and other collateral 

from the NVM Express, Inc. website. 

The NVMe/FC standard is further defined by the Fibre Channel Industry Association (FCIA) in the INCITS 

T11 Committee FC-NVMe standard, T11-2017-00145-v004 FC-NVMe.  

https://www.netapp.com/us/media/nvme-modern-san-primer.pdf
http://www.demartek.com/Demartek_NetApp_Broadcom_NVMe_over_Fibre_Channel_Evaluation_2018-05.html
http://www.demartek.com/Demartek_NetApp_Broadcom_NVMe_over_Fibre_Channel_Evaluation_2018-05.html
http://nvmexpress.org/wp-content/uploads/NVMe_over_Fabrics_1_0_Gold_20160605-1.pdf
https://standards.incits.org/apps/group_public/document.php?document_id=92164
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Appendix B: Using OnCommand System Manager to Create ONTAP 

NVMe/FC Objects  

Use OnCommand System Manager to create NVMe objects. 

 Create an SVM with NVMe support. NVMe cannot be selected with other protocols in OnCommand 
System Manager. This is a temporary restriction for the ONTAP 9.4 release. This step creates a 
Vserver that contains all the NVMe storage objects created in the rest of this workflow. 

a. In OnCommand System Manager, navigate to Storage > SVMs. Click Create.  

 

b. Selecting NVMe triggers a prompt to create and define subsystem (NQN) and namespace 
information to configure NVMe as part of the SVM Setup dialog box. Click Submit & Continue. 

Note: To display the host NQN, run the following command: 

# cat /etc/nvme/hostnqn  

To display the NQN of a subsystemôs NQN, run the following command: 

vserver nvme subsystem show - vserver <vserver_name>  

You can also view the subsystemôs NQN in OnCommand System Manager by navigating to 
Storage > NVMe > NVMe Namespaces. Then, click the namespace link whose NQN you want to 
display. 
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c. Do one of the following: 

- Configure the SVM administrator details in the SVM administrator dialog box. 

- Click Skip to bypass adding a specific SVM administration account. 
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 Review the summary of the SVM created and then click OK. 

 

 Select the newly created SVM. To review all the protocol settings and service status, click the SVM 
Settings from the top menu. 

 
























