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Abstract 

This document addresses the challenges of designing storage solutions to support SAP 

business suite products using an Oracle database. The primary focus of this document is 

the common storage infrastructure design, deployment, operation, and management 

challenges faced by business and IT leaders who use the latest generation of SAP 

solutions. The recommendations in this document are generic; they are not specific to an 

SAP application or to the size and scope of the SAP implementation. This document 

assumes that the reader has a basic understanding of the technology and operation of 

NetApp® and SAP products. The document was developed based on the interaction of 

technical staff from NetApp, SAP, Oracle, and our customers. 
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1 Introduction 

This document addresses the challenges of designing storage solutions to support SAP business suite 

products using an Oracle database. The primary focus of this document is the common storage 

infrastructure design, deployment, operation, and management challenges faced by business and IT 

leaders who use the latest generation of SAP solutions. The recommendations in this document are 

generic; they are not specific to an SAP application or to the size and scope of the SAP implementation. 

This document assumes that the reader has a basic understanding of the technology and operation of 

NetApp and SAP products. The document was developed based on the interaction of technical staff from 

NetApp, SAP, Oracle, and our customers. 

1.1 Business Challenges Facing SAP Customers 

Corporations that deploy SAP software today are under pressure to reduce cost, minimize risk, and 

control change by accelerating deployments and increasing the availability of their SAP landscapes. 

Changing market conditions, restructuring activities, and mergers and acquisitions often result in the 

creation of new SAP landscapes based on the SAP NetWeaver platform. Deployment of these business 

solutions is usually larger than a single production instance of SAP. Business process owners and project 

managers must coordinate with IT managers to optimize the scheduling and availability of systems to 

support rapid prototyping and development, frequent parallel testing or troubleshooting, and appropriate 

levels of end-user training. The ability to access these systems as project schedules dictate with current 

datasets and without affecting production operations often determines whether SAP projects are 

delivered on time and within budget. SAP systems are often used globally, resulting in a 24/7 operation. 

Therefore, nondisruptive operations are a key requirement. 

1.2 Technology Challenges of Expanding SAP Landscape 

A typical SAP production landscape today consists of several different SAP systems. Just as important as 

the successful operation and management of these production instances are the many nonproduction 

instances that support them.  

SAP recommends that customers maintain separate development and test instances for each production 

instance. In practice, standard SAP three-system (development, quality assurance, and production) 

landscapes often expand to include separate instances such as sandbox and user training systems. It is 

also common to have multiple development instances, as well as more than one system for quality 

assurance, testing, or perhaps a final staging system before releasing applications into production. 

Compound this with the many different SAP applications, such as ERP, CRM, BW, SCM, SRM, and 

Enterprise Portal, and the number of systems to support can be very large. 

Adding to the challenge of maintaining these SAP systems is the fact that each of these instances has 

different performance and availability requirements. These requirements vary depending on the phase of 

the project and whether the project is focused on an existing SAP implementation or a new one. Projects 

rely on frequent refreshes of the nonproduction instances so that testing and training can occur with the 

current data. 

As more test and training systems are required to accelerate test cycles, the parallel independent 

operations increase the demand on the IT infrastructure. If the infrastructure that supports SAP systems 

and related applications is inflexible, expensive, and difficult to operate or manage, the ability of business 

owners to deploy new and to improve existing business processes might be restricted. 

As SAP landscapes have expanded, the technology has also changed. SAP has evolved to take 

advantage of the latest technology trends. Virtualization and cloud technologies have become 

predominant as corporations seek to leverage efficient computing methods to maximize their investment 

and reduce data center expenses. Without a storage infrastructure that can adapt to the needs of the 

changing technology, IT organizations would be unable to meet the business needs of the company. 

1.3 NetApp Solutions for SAP  

NetApp minimizes or eliminates many of the IT barriers associated with deploying new or improved 

business processes and applications. The combination of SAP solutions based on the NetWeaver 
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platform and a simplified and flexible NetApp clustered Data ONTAP® infrastructure allows business 

owners and IT departments to work more efficiently and effectively toward the goal of improving 

enterprise business processes.   

Storage consolidation with NetApp meets the high availability (HA) and performance requirements of SAP 

applications so that stringent service-level agreements (SLAs) can be achieved. In addition, NetApp helps 

to reduce the administration and management costs associated with deploying business applications and 

processes. 

2 Business Continuance 

2.1 Backup and Recovery 

Corporations today require their SAP applications to be available 24 hours a day, 7 days a week. 

Consistent levels of performance are expected regardless of the ever-increasing data volumes and need 

for routine maintenance tasks such as system backups. Performing backups of SAP databases is a 

critical task and can have a significant performance effect on the production SAP system. With backup 

windows shrinking and the amount of data that needs to be backed up still increasing, it is difficult to 

define a time when backups can be performed with minimal impact on the business processes. The time 

needed to restore and recover SAP systems is of particular concern. That is because the downtime of 

SAP production and nonproduction systems must be minimized to minimize both the data loss and the 

cost to the business. 

The following descriptions summarize the SAP backup and recovery challenges: 

¶ Performance impact on production SAP systems. Conventional backups typically lead to a 
significant performance impact on the production SAP system. That is because there is a heavy load 
on the database server, the storage system, and the storage network during traditional copy-based 
backups. 

¶ Shrinking backup windows. Conventional backups can be taken only during times when little dialog 
or batch activities take place on the SAP system. The scheduling of backups becomes more and 
more difficult to define when the SAP systems are in use 24/7. 

¶ Rapid data growth. Rapid data growth, together with shrinking backup windows, results in ongoing 
investments into the backup infrastructure. These investments include additional tape drives, newer 
tape drive technology, faster storage networks, and the ongoing cost of storing and managing those 
tape assets. Incremental or differential backups can address these issues, but this option results in a 
very slow, cumbersome, and complex restoration process that is harder to verify. The option also 
usually leads to increased or elongated recovery time objective (RTO) or recovery point objective 
(RPO) times that are not acceptable to the business. 

¶ Increasing cost of downtime. Unplanned downtime of an SAP system always has a financial impact 
on the business. A significant part of the unplanned downtime is the time that is needed to restore 
and recover the SAP system after a failure. The backup and recovery architecture must be designed 
based on an acceptable RTO. 

¶ Backup and recovery time included in SAP upgrade projects. The project plan for an SAP 
upgrade always includes at least three backups of the SAP database. The time needed to perform 
these backups dramatically cuts down the total available time for the upgrade process. The go/no-go 
decision is generally based on the amount of time required to restore and recover the database from 
the backup that was previously created. The option to restore very quickly allows more time to solve 
problems that might occur during the upgrade process rather than just restore the system back to its 
previous state. 

NetApp Snapshot® technology can be used to create either online or offline database backups within 

minutes. Because a Snapshot copy does not move any physical data blocks on the storage platform, the 

time needed to create a Snapshot copy is independent of the size of the database. The use of Snapshot 

technology also has no performance impact on the live SAP system. That is because the NetApp 

Snapshot copy does not move or copy data blocks when the Snapshot copy is created or when data in 

the active file system is changed. Therefore, the creation of Snapshot copies can be scheduled without 

having to consider peak dialog or batch activity periods. SAP and NetApp customers typically schedule 
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multiple online Snapshot backups during the day; for example, scheduling backups every four hours is 

common. These Snapshot backups are typically kept for three to five days on the primary storage system 

before being removed. 

Snapshot copies also provide key advantages for the restore and recovery operation. NetApp 

SnapRestore® functionality allows restoration of the entire database, or even just parts of the database, to 

any point in time based on the available Snapshot copies. This restore process is performed in a few 

minutes, independent of the size of the database. Because several online Snapshot backups are created 

during the day, the actual time needed for the recovery process is dramatically reduced, as opposed to a 

traditional backup approach. A restore operation can be performed using a Snapshot copy that is only a 

few hours old (rather than up to 24 hours old); therefore, fewer transaction logs need to be applied. As a 

result, the mean time to recover, which is the time needed for restore and recovery operations, is reduced 

to just several minutes compared to multiple hours with conventional single-cycle tape backups. 

Snapshot backups are stored on the same disk system as the active online data. Therefore, NetApp 

recommends using Snapshot backups as a supplement to, not a replacement for, backups to a 

secondary location. Most restore and recovery operations are handled by using SnapRestore on the 

primary storage system. Restores from a secondary location are only necessary if the primary storage 

system holding the Snapshot copies is damaged or if it is necessary to restore a backup that is no longer 

available from a Snapshot copy, for instance, a month-end backup. 

Figure 1 illustrates the backup solution overview. 

Figure 1) Backup solution overview. 

 

A backup and recovery solution using a NetApp storage system always consists of two parts: 

¶ A backup and restore operation using Snapshot and SnapRestore technology 

¶ A backup and restore operation to and from a secondary location 

A backup to a secondary location is always based on the Snapshot copies created on the primary 

storage. Therefore, the data is read directly from the primary storage system without generating load on 

the SAP database server. There are two options to back up the data to a second location: 

¶ Disk-to-disk backup using NetApp SnapVault® software. The primary storage virtual machine 
(SVM) communicates directly with the secondary SVM and sends the backup data to the destination. 
The SnapVault functionality offers significant advantages compared to those of tape backups. After 
an initial data transfer, in which all the data has to be synchronized from the source to the destination, 
all subsequent backups copy only the changed blocks to the secondary storage using compressed 
blocks to reduce network traffic. The typical block change rate for an Oracle SAP system is around 
2% per day. Therefore, the load on the primary storage system and the time needed for a full backup 
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are significantly reduced. Because SnapVault stores only the changed blocks at the destination, a full 
database backup requires significantly less disk space. 

If backing up data to tape for longer-term storage is still required, for example, a monthly backup that 
is kept for a year, the tape infrastructure is directly connected to the secondary SVM. The data is 
written to tape using NDMP, with no performance impact on the production SAP systems. 

¶ Backup to tape using third-party backup software such as NDMP backup (serverless backup). 
The tape is connected directly to the primary storage system. The data is written to tape using NDMP. 

Figure 2 compares the different backup approaches with regard to the performance effect of a backup 

and the time in which the database must be in hot backup mode or offline. 

Figure 2) Time requirements for different backup methods. 

 

Snapshot Backups with NDMP Backups 

Snapshot backups do not generate any load on the database server or the primary storage system. A full 

database backup based on Snapshot technology consumes disk space only for the changed blocks. 

Snapshot backups are typically scheduled more often, for example, every four hours. A more frequent 

backup schedule enables more flexible restore options and reduces the number of logs that must be 

applied during the forward recovery. In addition, a full NDMP backup to tape is scheduled once a day. 

This backup still creates a heavy load on the primary storage system and takes the same amount of time 

as the conventional tape backup process. 

Snapshot Backups with Disk-to-Disk Backup and SnapVault 

The Snapshot backups described in this section are used in the same way as described in the previous 

section. 

Because SnapVault runs at the storage level, there is no load on the database server. SnapVault 

transfers only the changed blocks with each backup; therefore, the load on the primary storage system is 

significantly reduced. For the same reason, the time required to perform a full database backup is short. 

In addition, each full backup stores only the changed blocks at the destination. Therefore, the amount of 

disk space that is needed for a full backup is very small compared to that for full tape backups.  

Figure 3 compares the time required to perform restore and recovery operations. 
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Figure 3) Time requirements for restore and recovery operations. 

 

Restore from Tape or SnapVault Restore 

The time required to restore a database from tape or disk depends on the size of the database and the 

tape or disk infrastructure that is being used. In either case, several hours are required to perform a 

restore operation. Because the backup frequency is typically one per day, a certain number of transaction 

logs must be applied after the restore operations are complete.  

Restore with SnapRestore 

The time required to restore a database with SnapRestore technology is independent of the database 

size. A SnapRestore process completes within a few minutes. Snapshot backups are created with a 

higher frequency, such as every four hours, so the forward recovery is much faster. That is because 

fewer transaction logs need to be applied to reach your point in time. 

If Snapshot backups are used in combination with tape or SnapVault backups, most restore cases are 

handled with SnapRestore technology. A restore from tape or disk is necessary only if a Snapshot copy is 

no longer available.  

The combination of Snapshot and SnapRestore disk-to-disk backups (a concept based on SnapVault) 

offers significant improvement over conventional tape backups: 

¶ Negligible effect of backups on the production SAP system 

¶ Dramatically reduced RTO  

¶ Minimum disk space needed for database backups on the primary and secondary storage systems 

Database Verification 

Database verification is an important part of a backup concept. Snapshot backups are ideal for running 

database consistency checks. NetApp SnapManager® software offers the ability to run a database 

consistency check on a separate server automatically or manually after a backup without creating any 

load on the productive database system. 

2.2 SAP Repair System 

More and more companies face the challenges of addressing logical errors in a more complex SAP 

environment in which several SAP systems constantly exchange data with each other. 

A logical error can be addressed by restoring the system using the last backup and doing a forward 

recovery up to the point before the logical error occurred. This approach has several disadvantages: 

¶ Downtime for the analysis when the logical error occurred and for the restore and recovery process 

¶ Data loss, because the system was recovered to a point in time in the past 

¶ Inconsistency between the system that was restored and recovered to a point in time that is 
considered in the past by the other systems with which it exchanges data  
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Therefore, SAP customers are looking for a more efficient and flexible solution to address logical errors. 

NetApp Snapshot and FlexClone® technologies help provide a solution that allows recovery from logical 

errors without the need to restore and recover the affected system. 

Figure 4) SAP repair system. 

 

Figure 4 shows the general process for creating and using the repair system: 

1. A logical error is discovered on the production system. Depending on the kind of logical error, the 
decision can be made to shut down the production system or to keep it online, and only parts of the 
business processes are affected. 

2. Several Snapshot backups of the production system are available, and any of these backups can be 
used to create an SAP system copy on which the production will be based. The SAP system copy is 
created using a FlexClone copy of the Snapshot copy. 

3. The repair system is used to analyze the problem.  

4. The appropriate data is exported or copied from the repair system. 

5. The data is imported to the production system. 

In this example, there is dramatically less or even no impact on the production system, no data loss, and 

no inconsistency within the SAP landscape. 

The described scenario is quite simple, and it should be obvious that not all logical errors can be solved in 

this way. However, the repair system approach also helps in more complex scenarios, because there is 

more flexibility, and there are more options available to analyze and to recover from logical errors. 

2.3 Disaster Recovery 

Organizations recognize the importance of having a business continuance plan in place to deal with 

disasters. The costs of not having oneðlost productivity, revenue, customer loyalty, and possibly even 

business failureðmake it mandatory to have a plan that results in minimum downtime and rapid recovery 

from disaster.  

Asynchronous Replication 

NetApp SnapMirror® software delivers a disaster recovery (DR) solution that today's global SAP systems 

need. By replicating data at high speeds over a LAN or a WAN, SnapMirror software provides the highest 

possible data availability and the fastest recovery. 

SnapMirror technology copies data to one or more SVMs. It continually updates the mirrored data to keep 

it current and is therefore available for use in DR, backup to tape, read-only data distribution, testing, 

online data migration, and more. 
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SnapMirror performs an initial transfer to initialize the DR site. After the initial transfer, incremental 

changes are passed to the DR site asynchronously. The SnapMirror DR solution is based on the NetApp 

backup and recovery solution: Snapshot backups are mirrored to the DR site. Additionally, the volumes 

where the log files and the log file backups are stored are mirrored using SnapMirror technology. The 

frequency of SnapMirror updates to the log files and log backups determines the amount of data lost in a 

disaster. 

Figure 5 illustrates DR with SnapMirror technology. 

Figure 5) DR with SnapMirror. 

 

Synchronous Replication 

The synchronous DR solution for SAP on Oracle is based on NetApp MetroClusterÊ software. Figure 6 

shows a high-level overview of the solution. The storage cluster at each site provides local HA and is 

used for production workloads. The data on each site is synchronously replicated to the other location 

and is available immediately in case of disaster or failover. 

Figure 6) Synchronous storage replication. 
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3 System Management and Maintenance 

3.1 SAP System Copy 

Business Challenges 

A typical SAP customer environment today consists of different SAP business suite and SAP NetWeaver 

components. To be able to test application patches, run performance and data integrity tests, or provide 

simple user training environments, copies of SAP components are required. A typical SAP customer 

needs about 10 copies of different SAP components. These copies must be refreshed, often on a weekly 

or monthly basis. 

Rapid and space-efficient provisioning of test or QAS systems allows SAP customers to run more test or 

project systems and refresh those systems more often. Doing so enables project teams to reduce project 

cycles by running parallel testing and improves quality of testing and training with more data from 

production. 

Capacity Requirements 

When creating SAP system copies with most storage architectures, space must be preallocated to 

accommodate the entire size of the source database. Doing so can drastically increase the amount of 

storage required to support a single production SAP instance. 

During a typical project, a 1TB SAP production system is copied to a quality assurance (QA) system, a 

test system, and a training system. With conventional storage architectures, this copying requires an 

additional 3TB of storage. Furthermore, the copying requires a significant amount of time to provision the 

new storage, back up the source system, and then restore the data to each of the three target systems. 

Figure 17 illustrates a traditional SAP system copy. 

Figure 7) Traditional SAP system copy. 

 

In contrast, when using NetApp FlexClone technology to create SAP system copies, only a fraction of the 

storage space is required and doesnôt need to be preprovisioned. NetApp FlexClone technology uses 

Snapshot copies, which are created in a few seconds without interrupting the operation on the source 

system, to perform SAP system copies. Because the data is not copied but is referenced in place, the 

amount of storage space required is limited to only data that is changed at the source and the target 

system. Therefore, the space needed for SAP system copies is significantly decreased. 
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As a result, the capacity requirements for a system copy in a NetApp storage environment depend on the 

refresh cycle of the target systems as well as the system change rates. As longer test systems are kept, 

more block changes will take place from the source and the target system. Storage requirements also 

depend on the number of copies that are made from the same source. Of course, more copies of the 

same source system will result in higher storage savings. 

On the source system, a database-consistent Snapshot copy of the data files is created. This is done 

during online operation and does not affect performance on the source system. Therefore, this step can 

be carried out at any time.  

The FlexClone copy can be created at the same storage system or at a secondary storage system.  

The secondary storage system could be already in place and used as a disk-to-disk backup device or 

even as a DR solution. The backup or DR replication images can be accessed for reading and writing 

using FlexClone technology. Existing backup or DR images will be used for test environments, leveraging 

unused, expensive DR assets. As a side effect, the backup and recovery or DR solution is tested without 

any additional effort and without any interruption. 

Figure 8 illustrates the NetApp approach to creating an SAP system copy. 

Figure 8) SAP system copy: NetApp approach. 

 

Time Requirements 

The time required to create an SAP system copy can be subdivided into four parts:  

¶ Time to create a backup of the source system 

¶ Time to restore the backup to the target system 

¶ Time to perform OS and database-specific postprocessing 

¶ Time to perform SAP application postprocessing  

Note: The SAP postprocessing time depends on the customerôs SAP environment. Some 
customers can complete postprocessing in a few hours, while other customers need several 
days. 

In a conventional system copy process, the data is backed up to tape and then restored, which takes a 

great deal of time. If an online backup is used, there is no downtime for the source system; however,  
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performance will be affected on the source system during the backup. Because of the large number of 

logs that potentially need to be applied, the time required to recover the database and make it consistent 

is greatly increased, possibly adding hours to the system copy process. If an offline backup is used, the 

source system is shut down, resulting in a loss of productivity. 

Figure 9 and Figure 10 illustrate the differences between the amount of time spent creating an SAP 

system copy using a standard approach versus the time spent using the NetApp approach. 

Figure 9) SAP system copy: standard approach. 

 

All of the steps leading up to the point when the SAP system is started on the target host can be 

accomplished in only a few minutes using the NetApp solution, compared with several hours using the 

standard approach. With both approaches, the SAP postprocessing must be done as an additional step, 

but it can also be automated using third-party tools. 

Figure 10) SAP system copy: NetApp approach. 

 

A key requirement to successfully managing an SAP environment is the ability to create copies of 

production data to use in testing, quality assurance, or training. NetApp Snapshot and FlexClone 

technologies allow fast and space-efficient creation of SAP systems. 

3.2 SAP Testing Cycle  

The ability to create a backup in seconds and to use that backup to restore to another SAP system at any 

point in time through Snapshot copies is a turning point for SAP development and test environments. 

Projects such as data loads, SAP upgrades, and support package installations can be accelerated by 

using fast backup and restore functionalities. During these projects, backups can be performed at specific 

phases or on an ad hoc basis, allowing the systems to be easily and quickly reset to any previous point in 

time. Doing so enables you to repeat that phase as needed. Test runs can be easily repeated or even run 

in parallel with different code or configurations to make sure that the results are valid. 

Figure 11 illustrates the SAP testing cycle. 
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Figure 11) SAP testing cycle. 

 

Carrying out SAP upgrades or importing support packages and critical transports always involves SAP 

system downtime. It is important that this downtime be kept to a minimum and that the previous state can 

always be restored. Being able to create a backup or restore the system to the previous state in minutes 

instead of hours allows business teams to do more testing before going live, reducing risk to the 

business. 

The specific system changes are usually made first in the development system to test the general 

functionality and procedures. In many cases, test systems must be upgraded several times, because 

problems can occur that can be solved only by restoring the system and restarting the upgrade. In this 

respect, NetApp Snapshot copies and FlexClone functionality can save a considerable amount of time. A 

tape backup does not have to be made; a Snapshot copy can be created instead. If an error occurs, the 

system can be quickly restored to its original status and the upgrade can be repeated. 

Time management is extremely important when the production system is upgraded, because the system 

is not available at various stages during the upgrade. Scheduling must also include time for restoring the 

system to its former release state. Depending on the size of the database and the time and effort required 

for the functional test and importing the transports for the modification adjustment, a normal two-day 

weekend might not be sufficient for the upgrade. NetApp SnapManager software offers Snapshot 

technology as a backup method and SnapRestore technology to restore the system to its former release 

status. These technologies allow greater flexibility in scheduling. By creating several Snapshot copies at 

certain stages during the upgrade, it is possible to restart the upgrade without having to revert to the 

former release status.  

4 Storage Virtualization with Clustered Data ONTAP 

This section describes the architecture of NetApp clustered Data ONTAP, with an emphasis on the 

separation of physical resources and virtualized containers. Virtualization of storage and network physical 

resources is the basis for scale-out and nondisruptive operations. 

4.1 Hardware Support and Basic System Overview 

As shown in Figure 12, a clustered Data ONTAP system contains NetApp storage controllers. The basic 

building block is the HA pair. An HA pair employs two identical nodes of clustered Data ONTAP. Each 

node provides active data services and has redundant cable paths to the other nodeôs storage. If either 

node is down for any reason, planned or unplanned, the HA partner can take over the failed nodeôs 

storage and maintain access to the data. When the downed system rejoins the cluster, the partner node 

returns the storage resources back to the original node. 

The minimum cluster size is two matching nodes for an HA pair. Using NetApp nondisruptive technology 

refresh, a simple two-node, entry-level cluster can evolve into a much larger cluster by adding additional 

nodes of the same type. The cluster can also evolve by adding nodes of a more or less powerful 

controller model while the cluster is still online. At the time of writing, clusters with SAN protocols support 
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up to eight nodes using both midsize and high-end controllers. NAS-only clusters made up of high-end 

controllers scale up to 24 nodes. 

Figure 12) Data ONTAP cluster overview. 

 

One of the key differentiators for a clustered Data ONTAP environment is that the storage nodes are 

combined into a cluster to form a shared pool of physical resources that are available to both SAN hosts 

and NAS clients. This clustered shared pool appears as a single system image for management purposes 

and provides a common point of management through either GUI or CLI tools. 

4.2 Scalability 

Clustered Data ONTAP supports different controller types within the same cluster, protecting initial 

hardware investments and providing the flexibility to adapt resources to meet business demands and 

workloads. Similarly, support for different disk types, including SAS, SATA, and solid-state disk (SSD), 

makes it possible to deploy integrated storage tiering for different data types, together with the 

transparent NetApp DataMotionÊ data migration capabilities of clustered Data ONTAP. 

Clustered Data ONTAP can scale both vertically and horizontally through the addition of nodes and 

storage to the cluster. This scalability, combined with proven, protocol-neutral storage efficiency, provides 

support for even the most demanding workloads. 

4.3 Storage Efficiency and Data Protection 

The storage efficiency built into clustered Data ONTAP offers substantial space savings, allowing more 

data to be stored at a lower cost. Data protection provides replication services so that valuable data is 

backed up and can be recovered: 

¶ Thin provisioning. Volumes are created by using virtual sizing. Thin provisioning is the most efficient 
way to provision storage, because storage is not preallocated up front, even though the clients see 
the total storage space assigned to them. In other words, when a volume or LUN is created with thin 
provisioning, no space on the storage system is used. The space remains unused until data is written 
to the LUN or the volume. At that time, only the required space to store the data is consumed. 
Unused storage is shared across all volumes, and each of the volumes can grow and shrink on 
demand. 

¶ NetApp Snapshot copies. Automatically scheduled, point-in-time Snapshot copies take up no space 
and incur no performance overhead when created. Over time, Snapshot copies consume minimal 
storage space because only changes to the active file system are written. Individual files and 
directories can easily be recovered from any Snapshot copy, and the entire volume can be restored 
back to any Snapshot state in seconds. 

¶ NetApp FlexClone volumes. These near-zero-space, exact, writable virtual copies of datasets offer 
rapid, space-efficient creation of additional data copies that are well suited for test and development 
environments. 
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¶ NetApp SnapMirror data replication software. Asynchronous replication of volumes is supported, 
independent of the protocol, either within the cluster or to another clustered Data ONTAP system for 
data protection and DR. 

¶ NetApp SnapVault backup software. Volumes can be copied for space-efficient, read-only, disk-to-
disk backup, either within the cluster or to another clustered Data ONTAP system. 

¶ NetApp MetroCluster software. Continuous data availability is supported beyond the data center or 
the cluster. MetroCluster is native within the Data ONTAP operating system (OS). It provides a 
synchronous mirroring relationship between two distinct but identically configured two-node clusters 
over distances up to 200km apart. 

4.4 Cluster Virtualization and Multitenancy Concepts 

A cluster is composed of physical hardware, including storage controllers with attached disk shelves, 

network interface cards (NICs), and, optionally, Flash Cache cards. Together these components create a 

physical resource pool that is virtualized as a logical cluster resource to provide data access. Abstracting 

and virtualizing physical assets into logical resources provides flexibility and, potentially, multitenancy in 

clustered Data ONTAP. These processes also enable the DataMotion capabilities, which are at the heart 

of nondisruptive operations. 

4.5 Physical Cluster Components 

Storage controllers, independent of the model deployed, are considered equal in the cluster configuration, 

in that they are all presented and managed as cluster nodes. Clustered Data ONTAP is a symmetrical 

architecture, with all nodes performing the same data-serving function. 

Individual disks are managed by defining them into aggregates. Groups of disks of a particular type are 

protected with NetApp RAID DP® technology. NICs and host bus adapters (HBAs) provide physical ports 

(Ethernet and FC) for connections to the management and data networks. The physical components of a 

system are visible to cluster administrators but not directly to the applications and hosts that use the 

cluster. The physical components provide a pool of shared resources from which the logical cluster 

resources are constructed. Applications and hosts access data only through defined SVMs that contain 

volumes and logical interfaces (LIFs). 

4.6 Logical Cluster Components 

The primary logical component of a cluster is the SVM; all client and host data access is through an SVM. 

Clustered Data ONTAP requires a minimum of one and can be scaled up to hundreds of SVMs within a 

single cluster. Each SVM is configured for the client and host access protocols that it supports in any 

combination of SAN and NAS. Each SVM contains at least one volume and at least one LIF.  

The administration of each SVM can optionally be delegated so that separate administrators are 

responsible for provisioning volumes and other SVM-specific operations. This capability is particularly 

appropriate for multitenant environments or when workload separation is desired. SVM-delegated 

administrators have visibility to only their specific SVM and have no knowledge of any other hosted SVM. 

For NAS clients, the volumes in each SVM are joined together into a namespace for CIFS and Network 

File System (NFS) access. For SAN hosts, LUNs are defined within volumes and mapped to hosts. 

The accessing hosts and clients connect to the SVM through a LIF. LIFs present either an IP address 

(used by NAS clients and iSCSI hosts) or a worldwide port name (WWPN, for FC and FCoE access). 

Each LIF has a home port on an NIC or HBA. LIFs are used to virtualize the NIC and HBA ports rather 

than for mapping IP addresses or WWPNs directly to the physical ports. That is because there are almost 

always many more LIFs than physical ports in a cluster.  

Each SVM requires its own dedicated set of LIFs, and up to 128 LIFs can be defined on any cluster node. 

A LIF defined for NAS access can be temporarily migrated to another port on the same or a different 

controller to preserve availability, rebalance client performance, or evacuate all resources on a controller 

for hardware lifecycle operations. 

By virtualizing physical resources into the virtual server construct, Data ONTAP implements multitenancy 

and scale-out and allows a cluster to host many independent workloads and applications. 
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For more information, see NetApp Clustered Data ONTAP 8.3 and 8.2.x: An Introduction.  

5 Storage Setup Considerations 

5.1 SVM Configuration 

An SVM is a logical component of the storage cluster. The administration of an SVM can be delegated to 

separate administrators. In multitenancy environments, one or multiple SVMs are typically assigned to 

each tenant to allow each tenant to operate as its own environment separated from those of other 

tenants. 

Multiple SAP landscapes can use a single SVM, or an individual SVM can be assigned to each SAP 

landscape if they are managed by different teams within a company.  

Note: When SnapManager for SAP (SMSAP) is used to create system copies, the source system and 
the target system have to run within the same SVM. 

5.2 Volume Layout and LIF Configuration 

Clustered Data ONTAP enables you to migrate SAP systems nondisruptively to any of the other storage 

nodes within the storage cluster. A migration can be used to rebalance the I/O load of a controller within 

the cluster by moving load to any of the other storage nodes within the cluster. SAP systems can also be 

migrated to another storage node if, for example, the storage hardware is renewed and the old storage 

node is to be removed from the cluster. 

The volume and LIF configuration within clustered Data ONTAP has a direct impact on the active data 

path when an SAP system is migrated to a different storage node. 

5.3 Multiple SAP Systems Sharing One LIF 

A configuration that is based on using the smallest number of LIFs means that there would be one LIF per 

storage node in the cluster. With this configuration, multiple SAP systems would share a common LIF. 

Figure 13 shows a configuration with one LIF per storage node. In this example, there are three SAP 

systems running per LIF across each of the first four storage nodes. 

Figure 13) Configuration with one LIF per storage node. 

 

All SAP systems that share a common LIF can be migrated as one entity. The LIF is also migrated to the 

new storage node, as shown in Figure 14. In this example, no cluster interconnect traffic occurs. 

http://www.netapp.com/us/system/pdf-reader.aspx?pdfuri=tcm:10-60249-16&m=tr-3982.pdf
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Figure 14) Migration of multiple systems. 

 

If a single SAP system is migrated, for example, SID4, as shown in Figure 15, the LIF cannot be migrated 

together with the SAP system because other SAP systems still run on the original storage node. 

Therefore, the SAP system SID4 is still accessed through lif-a on storage node 1, and the data is routed 

through the cluster interconnect. For SAP systems with low throughput requirements, for example, 

development and test systems, cluster interconnect traffic is typically acceptable. For production systems 

with high throughput requirements, this type of design should be avoided. 

Figure 15) Migration of a single system. 

 

To avoid the interconnect traffic, a new LIF can be configured at the new storage node, the SAP system 

SID4 would need to be stopped, and the file systems would need to be remounted using the new LIF.  

Sharing LIFs among multiple SAP systems can make sense for development and test systems that donôt 

require scalability and nondisruptive operation, and cluster interconnect traffic is acceptable because of 

low throughput requirements. 

5.4 One or Multiple LIFs per SAP System 

One or multiple LIFs per SAP system are required for production systems that demand nondisruptive 

operations and scalability.  






































































































