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Implementation Overview and Usage Considerations 

This document outlines the reference architecture and best practices when using NetApp® 

E-Series storage in a Veeam Backup & Replication 9.5 environment.  
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1 Executive Summary 

The Challenge 

With data growing at astounding rates, IT managers depend more and more on reliable data backup and 

recovery. High-growth businesses require a complete data protection solution that is reliable, flexible, and 

easy to use. Virtualizing an environment provides increased levels of data availability, but meeting 

aggressive recovery point objectives (RPOs) and recovery time objectives (RTOs) becomes increasingly 

difficult. 

Traditional backup tools were not created for virtualized environments. That fact makes it hard for many 

organizations to take full advantage of their virtualized environment, and many IT managers struggle with: 

¶ Unreliable backups 

¶ Recovery that takes too long 

¶ High costs that are associated with managing backup data and secondary storage 

¶ An inability to provide reliable and true backups for compliance purposes 

¶ Lost productivity because of management complexity 

¶ The need to scale backup operations for growth 

The Solution 

To meet these challenges, Veeam and NetApp collaborated to offer high-performance storage with 

reliable data protection that is designed for virtualized environments. 

Veeam and NetApp help you modernize your data protection strategy with a solution that is designed to 

manage large data volumes and to handle the increasing performance and availability demands of a 21st-

century infrastructure. 

Veeam Backup & Replication unifies backup and replication in a single solution, increasing the value of 

backup and reinventing data protection for VMware vSphere and Microsoft Hyper-V virtual environments. 

The Veeam agentless design provides multiple backup options to meet your needs. Features such as 

source-side deduplication and compression, change block tracking, parallel processing, and automatic 

load balancing provide fast and efficient backups. 

NetApp E-Series and EF-Series storage provides simple and reliable SAN storage that integrates 

seamlessly with most application environments. Its modular design helps decrease operating expenses 

while offering many options for connectivity, capacity, and performance that easily scale to meet the 

demands of a growing backup environment. 

Together, Veeam and NetApp create an optimal staging area for backups, reducing backup ingest 

bottlenecks and providing faster backups through parallel processing. 

In addition, Veeam Backup & Replication provides: 

¶ Granular recovery of virtual machines (VMs) and files, including Microsoft Exchange and SharePoint 
application items 

¶ The ability to automatically verify every backup, VM, and replica every time 

¶ Self-service recovery of VMs and guest files without direct network connection to the VM, user 
permissions, or the need to deploy costly agents 

¶ Instant VM recovery to recover a failed VM in as little as two minutes 

¶ A choice to back up and recover what you need, where you need it, and when you need it, whether it 
is on site, on tape, or in the cloud 

Veeam and NetApp offer the right solution for performance, flexibility, and reliability, providing an 

impressive modern disaster recovery solution for your vSphere or Hyper-V environment. 
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This document is a reference architecture for enabling a collaborative backup and recovery solution on 

NetApp E-Series with Veeam Backup & Replication 9.5 data protection software.  

1.1 Introduction 

Veeam and NetApp jointly developed this reference architecture to guide successful Backup & 

Replication 9.5 deployments with E-Series storage and to enable data and application availability.  

NetApp E-Series and Veeam Backup & Replication 9.5 combine to offer a data protection and availability 

solution through this tested reference architecture from industry leaders NetApp and Veeam. This solution 

is optimized for virtual environments, providing disk-to-disk backup and recovery on high-capacity, 

flexible, performance-oriented NetApp E-Series storage arrays. This solution provides you with superior 

data management for virtual environments and high availability while also making your data highly 

available. 

NetApp E-Series arrays provide a high-performing backup repository to house Veeam-created backups. 

With this capability, the recovery technologies that are enabled through Veeam can satisfy stringent 

RTOs. Recovery technologies such as instant VM recovery, SureBackup, and on-demand sandbox can 

leverage backup repositories that are capable of high I/O to achieve their full potential.  

These technologies enable you to restore from your backups faster and also enable capabilities such as 

automated recovery verification. The technologies can also leverage backup data as an ad hoc testing 

environment. This capability changes the way that users have used backups in the past because more 

benefits are associated with having backups. No longer do backups sit idle, waiting for an emergency 

restore; you can apply your backups for many creative uses. 

Features include:  

¶ Recovery of a failed VM in as little as two minutes 

¶ Near-continuous data protection with built-in replication 

¶ Fast, agentless item recovery and e-discovery for Microsoft Exchange, SharePoint, and Active 
Directory, along with transaction-level recovery of SQL Server databases 

¶ Automatic recoverability testing of every backup and every replica, every time 

¶ Off-site backups made up to 50 times faster than the speed of standard file copy with built-in WAN 
acceleration 

¶ Fast and secure cloud backups with Veeam Cloud Connect 

¶ Deduplication and compression to minimize storage consumption 

¶ Off-site recovery with one-click site failover and support for facilitated data center migrations with zero 
data loss 

1.2 About NetApp  

NetApp creates innovative products, including storage systems and software that help customers around 

the world store, manage, protect, and retain one of their most precious corporate assets: their data. We 

are recognized throughout the industry for continually pushing the limits of todayôs technology so that our 

customers donôt have to choose between saving money and acquiring the capabilities that they need to 

be successful. 

We find ways to enable our customers to do things that they couldnôt do before and at a speed that they 

never thought possible. We partner with industry leaders to create efficient and cost-effective solutions 

that are optimized for customersô IT needs and to deliver to and support these customers worldwide. 

Leading organizations worldwide count on NetApp for software, systems, and services to manage and 

store their data. Customers value our teamwork, expertise, and passion for helping them succeed now 

and into the future (http://www.netapp.com). 

http://www.netapp.com/
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1.3 About Veeam 

Veeam recognizes the new challenges that companies across the globe face in enabling the always-on 

business, a business that must operate 24/7/365. To address this challenge, Veeam delivers availability 

for the modern data center by helping to make sure of recovery time and point objectives (RTPOs) of less 

than 15 minutes for all applications and data. Information about Veeam is available at www.Veeam.com. 

Veeamôs corporate headquarters are in Baar, Switzerland; a main Americas office is located in Columbus, 

Ohio. 

2 Reference Architecture Overview 

This section details reference architectures that range from those of small environments that protect a few 

terabytes of data to those in enterprise-size environments with petabytes of data under management.  

2.1 NetApp E-Series as Veeam Backup & Replication Repositories for Backup 
and Archiving 

Figure 1 gives us a graphical representation of a NetApp E-Series and Veeam setup. 

Figure 1) NetApp E-Series as Veeam Backup & Replication repositories for backup and archiving. 

 

2.2 NetApp E-Series as a Veeam Backup & Replication Backup Repository and 
an Off-Site Cloud Repository 

Figure 2 shows NetApp E-Series as a Veeam Backup & Replication backup repository and an off-site 

cloud repository.  

http://www.veeam.com/
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Figure 2) NetApp E-Series as a Veeam Backup & Replication backup repository and an off-site cloud 
repository. 

 

2.3 NetApp E-Series as a Veeam Backup & Replication Backup Repository for 
NetApp FAS Production Storage 

Figure 3 illustrates Veeam integration with a NetApp FAS series production storage array, with newly 

created backups going to an E-Series array for storage. To provide disaster recovery, backups can also 

be sent off the premises to another backup repository (another E-Series system). Veeam provides a 

backup copy job for such scenarios; this job can be leveraged for backups off the premises or for long-

term archiving by using Veeamôs built-in grandfather-father-son (GFS)ïtype retention.  

Figure 3) NetApp E-Series as a Veeam Backup & Replication backup repository and off-premises backup 
repository for FAS production storage. 

 

Leveraging Veeamôs backup copy job architecture is important for achieving that last level of protection. 

The off-site copy provides safeguards for an entire data centerïlevel disaster. Veeam also provides an 

optional WAN acceleration component that can help reduce bandwidth utilization. This component can 
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play a huge role in environments that have active-active sites or that have low available bandwidth to start 

with. The forever-incremental nature of the backup copy job enables only incremental change data to be 

transmitted off site after the initial copy. Preseeding options are available for the initial transfer of data for 

environments that need it. 

2.4 Deployment Scenarios 

Simple Deployment 

In a simple deployment scenario, one instance of Veeam Backup & Replication is installed on a physical 

or virtual Windows-based machine. This installation is referred to as a Veeam backup server. 

Simple deployment (Figure 4) implies that the Veeam backup server fills three major roles:  

¶ It functions as a management point, coordinates all jobs, controls job scheduling, and performs other 
administrative activities.  

¶ It acts as the default backup proxy for handling job processing and for transferring backup traffic. All 
services that are necessary for the backup proxy functionality are installed on the Veeam backup 
server locally.  

¶ It is used as the default backup repository. During installation, Veeam Backup & Replication checks 
volumes of the machine on which you install the product and identifies a volume with the greatest 
amount of free disk space. On this volume, Veeam Backup & Replication creates the backup folder 
that is used as the default backup repository.  

Figure 4) Simple deployment. 

 

If you plan to back up and replicate only a few VMs or evaluate Veeam Backup & Replication, this 

configuration is enough to get you started. Veeam Backup & Replication is ready for use right out of the 

box; as soon as it is installed, you can start using the solution to perform backup and replication 

operations. To balance the load of backing up and replicating your VMs, you can schedule jobs at 

different times. 
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Advanced Deployment  

In large-scale virtual environments with numerous jobs, the load on the Veeam backup server is heavy. In 

this case, NetApp recommends using the advanced deployment scenario (Figure 5), which moves the 

backup workload to dedicated backup proxies and backup repositories. 

The essence of the advanced deployment is that the backup proxy takes off part of Veeam backup server 

activities (namely, it collects and processes data and moves backup traffic from the source to the target). 

In addition, the Veeam backup server no longer acts as a storage location. The backup proxy transports 

VM data to a dedicated backup repository that keeps backup files, VM copies, metadata, and so on. The 

Veeam backup server in this scenario functions as a manager for deploying and maintaining backup 

proxies and repositories. 

Figure 5) Advanced deployment. 

 

 

To deploy a backup proxy or a backup repository, add a server to Veeam Backup & Replication and 

assign a proxy or a repository role to it, as applicable. Veeam Backup & Replication automatically installs 

lightweight components and services on these servers. A backup proxy does not require a separate SQL 

Server database; all settings are stored centrally, within the SQL Server database that the Veeam backup 

server uses. 

With the advanced deployment scenario, you can easily meet your current and future data protection 

requirements. You can expand your backup infrastructure horizontally in a matter of minutes to match the 

amount of data that you want to process and the available network throughput. Instead of growing the 

number of backup servers or constantly tuning job scheduling, you can install multiple backup proxies and 

repositories and distribute the backup workload among them. The installation process is fully automated, 

which simplifies deploying and maintaining the backup infrastructure in your virtual environment. 
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In virtual environments with several proxies, Veeam Backup & Replication dynamically distributes backup 

traffic among those proxies. You can explicitly map a job to a specific proxy, or you can let Veeam 

Backup & Replication choose the most suitable proxy. If you opt for the latter, Veeam Backup & 

Replication checks the settings of available proxies and selects the most appropriate one for the job. The 

proxy server to be used should have access to the source and target hosts as well as to the backup 

repository to which files are written. 

The advanced deployment scenario can be a good choice for backing up and replicating off site. You can 

deploy a backup proxy in the production site and another one in the disaster recovery (DR) site, closer to 

the backup repository. When a job is performed, backup proxies on both sides establish a stable 

connection, so this architecture also allows efficient data transport over a slow network connection or 

WAN. 

To regulate backup load, you can specify the maximum number of concurrent tasks per proxy and set up 

throttling rules to limit proxy bandwidth. The maximum number of concurrent tasks can also be specified 

for a backup repository in addition to the value of the combined data rate for it. 

Another advantage of the advanced deployment scenario is that it contributes to high availability. Jobs 

can migrate between proxies if one of them becomes overloaded or unavailable. 

Distributed Deployment 

NetApp recommends the distributed deployment scenario (Figure 6) for large geographically dispersed 

virtual environments with multiple Veeam backup servers that are installed across different sites. These 

backup servers are federated under Veeam Backup Enterprise Manager, an optional component that 

provides centralized management and reporting for these servers through a web interface. 

Figure 6) Distributed deployment. 

 

Veeam Backup Enterprise Manager collects data from Veeam backup servers and enables you to run 

backup and replication jobs across the entire backup infrastructure through a single interface. You can 

also edit those jobs and clone jobs by using a single job as a template. Enterprise Manager also provides 

reporting data for various areas (for example, all jobs that were performed within the past 24 hours or 7 

days, all VMs that were engaged in these jobs, and so on).  
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By using indexing data that is consolidated on one server, Veeam Backup Enterprise Manager provides 

advanced capabilities to search for VM guest OS files in VM backups that are created on all Veeam 

backup servers. You can search even if the files are stored in repositories on different sites, and you can 

recover them in a single click. Searching for VM guest OS files is enabled through Veeam Backup 

Enterprise Manager; to streamline the search process, you can optionally deploy a Veeam Backup 

Search server in your backup infrastructure. 

With flexible delegation options and security roles, IT administrators can delegate the necessary file 

restore or VM restore rights to authorized personnel in your organization. For example, they can allow 

database administrators to restore Oracle or SQL Server VMs. 

If you use Veeam Backup Enterprise Manager in your backup infrastructure, you do not need to install 

licenses on every Veeam backup server that you deploy. Instead, you can install one license on the 

Veeam Backup Enterprise Manager server, and it is applied to all servers across your backup 

infrastructure. This approach simplifies tracking license usage and license updates across multiple 

Veeam backup servers. 

In addition, VMware administrators can benefit from the Veeam plug-in for vSphere Web Client, which 

can be installed by using Veeam Backup Enterprise Manager. Administrators can analyze cumulative 

information about used and available storage space; view statistics on processed VMs; and review 

success, warning, and failure counts for all jobs. Administrators can also easily identify unprotected VMs 

and perform capacity planning for repositories, all directly from vSphere. 

3 NetApp E-Series and NetApp EF-Series Arrays 

3.1 E-Series Hardware  

The NetApp E-Series hardware portfolio can be divided into three categories: entry-level, midrange, and 

all-flash storage systems.  

Entry-Level E-Series Storage Systems 

NetApp E-Series E2800 Storage System 

NetApp E-Series E2800 storage systems address wide-ranging data storage requirements with balanced 

performance. The E2800 system is equally adept at handling large sequential I/O for video, analytical, 

and backup applications, as well as small random I/O requirements for small and medium-sized 

enterprise mixed workloads. The E2800 brings together the following advantages: 

¶ Support for all-flash and hybrid drive configurations 

¶ Modular host interface flexibility (SAS, FC, and iSCSI) 

¶ High reliability (99.999% reliability) 

¶ Intuitive management: simple administration for IT generalists and detailed drill-down for storage 
specialists 

The new entry-level E2800 is a 12Gb SAS 3 system with NetApp SANtricity® 11.30 software. The E2800 

introduces new embedded management, including the browser-based SANtricity System Manager 11.30, 

which features the following new capabilities: 

¶ Embedded web services 

¶ The easy-to-use GUI of SANtricity System Manager  

¶ The ability to store and present up to 30 days of performance data, including I/O latency, IOPS, CPU 
utilization, and throughput 

¶ The ability to do application and workload tagging 
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¶ Easier alert management, including an embedded SNMP agent and MIB 

¶ Embedded NetApp AutoSupport® functionality 

Together, these features create an entry-level storage system with the flexibility and performance 

capabilities to support enterprise workloads without sacrificing simplicity and efficiency. In addition, the 

E2800 storage systemôs fully redundant I/O paths, advanced protection features, and extensive 

diagnostic capabilities deliver a high level of availability, data integrity, and security. 

The E2812 and E2824 shelf options support one or two controller canisters, and the E2860 supports only 

two controller canisters. All shelves support dual power supplies and dual fan units for redundancy (the 

shelves have an integrated power fan canister). The shelves are sized to hold 12 drives, 24 drives, or 60 

drives, as shown in Figure 7.  

Figure 7) E2800 hardware overview. 

 

Note: For detailed information about the E2800 system, see TR-4538: Introduction to NetApp E-Series 
E2800.  

Midrange E-Series Storage Systems 

The midrange portfolio currently includes the E5700 and E5600 controller pair.  

http://www.netapp.com/us/media/tr-4538.pdf
http://www.netapp.com/us/media/tr-4538.pdf
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NetApp E-Series E5700 Storage System 

NetApp E-Series E5700 hybrid arrays running SANtricity OS 11.40 have a new modern look, leverage the 

new 12Gbps DE460C and DE224C drive shelves, support a more secure UI, and deliver significantly 

higher performance than their predecessor E-Series arrays. 

For backup/recovery applications and other high-capacity workloads, the E5760 hybrid array dramatically 

increases the maximum supported capacity per array footprint from 384 drives to 480 drives, or eight total 

4RU (rack unit) shelves. Currently thatôs up to 4.8PB of ultradense raw capacity in 32RU of rack space, or 

150TB/RU, using 10TB NL-SAS drives. This storage density continues to grow every 6 to 12 months as 

larger capacity drives are qualified for E-Series systems.  

As a result, adopting a strategy of purchasing multishelf systems up front with minimum drive counts to 

start with allows you to continue to increase the footprint density of your E-Series investment over time. 

This density reduction is achieved by adding sets of higher-capacity drives as you need them to satisfy 

future storage growth. You can fully accomplish this goal without changing the footprint or planning new 

power and, most important, without incurring a service disruption.  

In fact, growing by drive packs makes the process of growing over time extremely easy and very cost 

effective. Simply order a new RAID groupôs or poolôs worth of drives as a capacity building block when 

you need it. Then install the drives without disruption to live systems, map the new capacity to new 

requirements, or grow existing capacity while maintaining optimal system resiliency and performance over 

the life of your storage system. This approach drives down your long-term total cost and provides a low-

risk and built-in grow-on-demand strategy that can be easily executed in quarter-driven budget cycles. 

Figure 8 shows the E5760 array front and rear views. The front view shows just how easy it is to open a 

drive drawer to install new drives. 

Note: The front bezel should be installed during normal operating conditions. 
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Figure 8) New E5760 hybrid storage array with the front bezel off. 

 

For workloads that require fast storage such as Splunk and other analytics applications, high-

performance databases, and specialty applications that require ultralow latency storage, E-Series E5724 

hybrid arrays support up to 192 drives, starting with a base set of 10K RPM SAS drives for the HDD tier. 

You can add more 10K SAS drives or up to 120 solid-state drives (SSDs) to build a fast tier in the same 

array. The E5724 also supports 15.3TB SSDs to build a large capacity fast tier (~1.8PB fast, raw 

capacity). For extreme flexibility, you can add a DE460C expansion drive shelf that supports both SSDs 

and NL-SAS drives. 


















































































