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ESG Validation Reports

The goal of ESG Validation reports is to educate IT professionals about information technology solutions for
companies of all types and sizes. ESG Validation reports are not meant to replace the evaluation process that
should be conducted before making purchasing decisions, but rather to provide insight into these emerging
technologies. Our objectives are to explore some of the more valuable features and functions of IT solutions,
show how they can be used to solve real customer problems, and identify any areas needing improvement.
The ESG Validation Team’s expert third-party perspective is based on our own hands-on testing as well as on
interviews with customers who use these products in production environments.
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Introduction

ESG evaluated the NetApp StorageGRID solution to validate the economic value that an organization can achieve when
using the solution to manage object data across its hybrid cloud. We also evaluated how StorageGRID helps an
organization set up data management policies that apply to all object data regardless of physical location and manage
those rules via policies, while minimizing both capital and operational expenses. Finally, we examined how an organization
can employ StorageGRID to leverage Amazon Web Services (AWS) serverless applications while minimizing network
transfer and overall cloud storage costs.

Background

In a recent ESG research survey, 54% of organizations indicated that their spending on storage system hardware will either
remain flat or decelerate in the foreseeable future (see Figure 1).! As a matter of fact, 23% of respondents indicated that
the primary reason for this slowdown in spending is the fact that they are using more cloud applications.?

Figure 1. Rate of Storage System Hardware Spending

Generally speaking, would you consider your organization’s rate of storage system
hardware spending to be accelerating, staying flat, or decelerating? (Percent of
respondents, N=356)

Decelerating — we are
spending less on a
year-over-year basis

and see this trend Accelerating —we
continuing, 7% tend to buy more on a
year-over-year basis
and see this trend
continuing, 43%
Staying flat — we tend
to spend about the \

same on a year-over-
year basis and see this

trend continuing, 47%

Don’t know, 2%

Source: Enterprise Strategy Group

These trends make sense considering the huge growth in unstructured data that organizations are generating and
collecting. With multimedia, customer service recordings, social media, and the Internet of Things (loT), organizations want
to analyze and extract value from that data to contain costs or increase revenue. However, this rise in unstructured data
can make on-premises storage cost-prohibitive, while increasing storage administration costs, prompting organizations to
consider hybrid solutions.

Employing hybrid storage raises issues for organizations, especially when both on-premises and cloud storage are
geographically dispersed. They must consider how they can easily apply storage policies in real time so that users can
access data regardless of time or place and archive data when not accessed frequently. At the same time, organizations
must manage storage and retrieval of the data without incurring additional management costs. They also have to maintain
performance regardless of where or when users access data. Finally, they must determine how they can best leverage a

1 Source: ESG Master Survey Results, 2017 General Storage Trends, November 2017.
2 |bid.
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cloud’s compute services on their unstructured data without incurring excess transfer costs between on-premises and
cloud storage.

The Solution: NetApp StorageGRID

An organization can use NetApp StorageGRID, a software-defined object storage solution,to specify how and where object-
based data is stored. StorageGRID enables an organization to manage on-premises storage equipment in geographically
dispersed locations as nodes within one single storage system. The solution can be deployed via a combination of
containers, virtual machines, and appliances.

Using StorageGRID, an organization can configure rules and policies
that define how long and where object data and its replicas (or

copies) can be accessed and stored amongst storage nodes. ; e
Replicas ensure consistent performance with user access, : b
regardless of where the data physically resides. When an s ‘

. . . . A ¥
organization changes an Information Lifecycle Management (ILM)
rule or policy, StorageGRID applies those changes to both new and @”""@/
stored object data, ensuring that storage is used efficiently such @m 1]

that data is stored to balance availablity, durability, and cost.

For an organization wishing to implement hybrid storage, NetApp

designed its latest version of StorageGRID to integrate with

Amazon Simple Storage Service (S3). CloudMirror automatically ensures that select data is mirrored from on-premises
storage to S3 and vice versa. With CloudMirror, organizations can leverage AWS resources to access data without first
having to manually copy that data to the cloud.

NetApp also added support for pub/sub messaging using AWS Simple Notification Service (SNS). Application developers
can use SNS to automate the processing of StorageGRID objects regardless of physical location. For example, an application
can publish the creation of an object—a photo—on StorageGRID. Another application can subscribe to such messages, and
upon receiving the notification, can run a function such as AWS Rekognition to implement automatic facial recognition.
Thus, StorageGRID expands the on-premises environment into the cloud.

Because StorageGRID enables an organization to set up policies quickly and dynamically, automate policy execution, and
leverage AWS S3, the solution also offers economic value in terms of lower storage costs, lower administration costs, and
increased end-user productivity.

ESG Validation

ESG evaluated the potential savings in both capital and operational expenses that organizations could achieve using an
example deployment scenario. We also performed hands-on evaluation and testing of the NetApp StorageGRID solution to
determine how organizations can set up and manage their hybrid storage using existing on-premises storage and Amazon
S3, create ILM rules and policies to be applied to objects entering the StorageGRID, and leverage Amazon’s microservices
to analyze data within the StorageGRID on an as-needed basis. This evaluation also revealed how the solution’s capabilties
can specifically help to decrease expenses.

Total Cost of Ownership

ESG first assessed the potential economic value that an organization can gain from using StorageGRID over AWS S3
exclusively. We evaluated the comparative costs of using StorageGRID and AWS S3 exclusively over a five-year period. We
also audited existing models and verified available pricing to conduct our analysis. We wanted to verify that StorageGRID

© 2018 by The Enterprise Strategy Group, Inc. All Rights Reserved.
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provides an economically viable alternative to using S3 when storing object data. Note that these are modeled estimates
for a simplified case. As requirements may vary drastically, ESG suggests that organizations conduct their own TCO analysis
to compare solutions and estimate potential savings.

For our analysis, we assumed 1000 TB of usable capacity for the StorageGRID. The average object size is 100 MB. We also
assumed that objects will be erasure-coded, which impacts the amount of storage reserved. We compared this with the
use of standard-class S3 (implying that users will consistently be accessing data on a frequent basis) across two AWS
regions. With StorageGRID, we considered costs related to storage and network hardware and software, installation and
support services, facilities, and IT administration/management. Conversely, we considered costs associated with monthly
standard S3 usage and AWS support. Figure 2 compares the expected cumulative costs incurred over five years.

Figure 2. TCO Comparison — Usage of StorageGRID vs AWS S3 over a Five-Year Period

Decreasing Object Data Storage Costs with StorageGRID
$60.00

$50.00

Decrease
by 50%

$40.00

$30.00

S/TB/month

$20.00

$10.00

AWS S3 StorageGRID
Source: Enterprise Strategy Group

Assuming a 30% discount, ESG found that the cost for using StorageGRID is $27.03 per TB per month, compared with
$47.98 per TB per month over five years for using S3 exclusively, representing a a 50% savings. We found that an
organization can achieve savings primarily through the elimination of cloud ingress, egress, and inter-region transfer costs,
specifically when object data stays on-premises on the StorageGRID system while calling on AWS microservices for
additional analysis. This eliminates the need to copy data onto S3, which would incur those network transfer costs. By
configuring StorageGRID to span both on-premises and cloud storage, an organization can achieve savings in cases such as
controlling when data is replicated and sent to the cloud for analysis via AWS computing services or cloud bursting when a
data center is at peak load.

ESG also examined the potential operational savings to be achieved when using StorageGRID. As mentioned in previous
sections, the time spent on creating and deploying ILM rules and policies can reduce the amount of manual intervention
when managing how and where data is accessed. Typically, an IT administrator would periodically examine how often users
access available data, decide if data needs to be tiered from more expensive to less expensive storage tiers, then develop
migration plans. In turn, this will impact end-user productivity as migration entails some downtime.

Figure 3 shows the estimated savings that can be achieved over a five-year period. Based on our previous scenario, we
assumed that this organization has 1000 end-users. ESG estimated the costs associated with monitoring, planning and
execution tasks that must be done by administrators when not having the dynamic policy management and automation

© 2018 by The Enterprise Strategy Group, Inc. All Rights Reserved.
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capabilities offered by StorageGRID. We also account for the loss in end-user productivity when an administrator must
manually migrate data across tiers, thus incurring downtime.

Figure 3. Estimated Savings in IT Administration and End-User Productivity

Reducing Costs of Adminstration and Lost Productivity

$600,000
$500,000
$400,000

$300,000

Savings

$200,000

$100,000

$-
B Dynamic Policy Management Automation of ILM
Source: Enterprise Strategy Group

ESG estimates that the total operational savings over five years will be approximately $509,000. Costs associated with
dynamic policy management and ILM automation include the time spent by an administrator to plan and execute data
migrations that balance data access needs with minimizing overall storage costs. Because the organization will ingest data
many times during the year, these tasks are completed according to business needs. Conversely, the time that an
administrator will have to execute on data movement plans will result in end-user downtime, translating into lost
productivity.

@ Why This Matters

While organizations are aware of cost savings that can be achieved using cloud storage, it is critical to consider the
cases in which cloud storage can be leveraged without spending unnecessarily, especially when object data access may
be infrequent. Employing a hybrid storage option may be a viable alternative to going “all-in” with cloud storage.

ESG validated cost estimates associated with using StorageGRID over AWS S3 over a five-year period. Based on our
modeled scenario, we found that the cost per TB per month of using StorageGRID is 50% lower than that of using AWS
exclusively. We saw that StorageGRID achieved savings primarily with cloud ingress and egress costs. Should the
organization use cloud storage for archiving purposes, cloud bursting, or for accessing compute services on-demand,
StorageGRID provides an alternative way to leverage S3 without incurring unnecessary network transfer costs. In this
same scenario, we also estimated that an organization could potentially save approximately $509,000 in administration
costs and gained end-user productivity.

Dynamic Policy Management

ESG proceeded to test how an administrator can create ILM rules and policies specific to certain types of object data.
These rules define:

How the data is protected (i.e., how many replicas are created and where they are stored).

© 2018 by The Enterprise Strategy Group, Inc. All Rights Reserved.
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How long the data will be kept.

At which data centers the object data will be kept.

These policies ensure that data is stored to satisfy user needs while making the most efficient use of the available storage,

balancing both access performance and storage costs. Storage administrators can implement policies managing data over
multiple sites.

ESG Testing

ESG viewed the list of existing policies by navigating to the /LM menu and selecting Policies. We saw both active and
inactive policies with start and end dates (see Figure 4). We then selected the “Demo Policy — Apr 2018 v2” policy and
viewed its rules and the order in which they will be applied to object data. We also noted that StorageGRID always includes
the active default rule “Make 2 copies,” which makes two copies of an object and stores them in any two nodes.

Figure 4. List of Existing ILM Policies with ‘ESG Demo’ Rule Detail

ILM Palicies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy: cicne the active policy; or view the details for any policy.

+ Create Proposed Policy | i Clone |~ »x X
Policy Name Policy State Start Date End Date
© ESGdemo Active 2018-04-20 13:59:14 EDT

Demo Policy - Apr 2018 v2
Demo Policy - Apr 2018
Region based policy
Baseline 2 Copies Policy

Historical
Historical
Historical

Historical

2018-04-19 15:06:46 EDT
2018-04-18 16:00:15 EDT
2018-02-13 17:00:22 EST
2018-02-05 17:54:15EST

2018-04-20 13:59:14 EOT
2018-04-19 15:06:46 EDT
2018-04-18 16:00:15 EDT
2018-02-13 17:00:22 EST

Review the rules in this pelicy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: demo

Rules are evalualed in order, starting from the fop.
Rule Name

Default Tenant Account
tier to aws Ignore
Copy 1 day - ageto EC (4 Ignore
East region (§ Ignore
Wast ragion (4 Ignore
EC 3site (0 Ignore
Make 2 Copies v Ignore

|

From the main ILM Policies screen, ESG clicked on the “Create Proposed Policy” button. We arrived at the Configure ILM
Policy screen and typed in “ESG demo” (Figure 5). All rules inputted prior to creating “ESG demo” appeared, and we
selected those rules to be included. We changed the order of the selected rules, either by clicking the double-headed
arrow located to the left of each rule or dragging and dropping rules within the list (new arrangement shown in Figure 5).
Changing rule order is important to a storage administrator to ensure that data is accessible, retained, and/or archived

according to business needs (e.g., archive object when frequency of user access decreases). An ILM policy can help in using
available storage efficiently, thus minimizing storage costs.

© 2018 by The Enterprise Strategy Group, Inc. All Rights Reserved.
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Figure 5. Configuring an ILM Policy by Rearranging Order of Rules Applied

Configure ILM Policy

Creale a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using lest
objects, When you are ready, click Activate to make this policy the active ILM policy for the grid

Name ESG demo

Reason for change demo

Rules

Select the rules you want 1o add (o the policy. Drag and drop rows to reorder the rules. Rules are evaluated in order, starting at the top

& Select Rules
4 (A
Default Rule Name 1 tier to aws (5 Tenant Account Actions
1 East region (5 1 Copy 1 day - age to ECJ Ignore x
1 West region (5 1 East region (§ Ignore x
1 Copy 1 day - age to EC (4 1 West region (4 Ignore x
»
1 EC 3 site (5 1 EC 3 site (4 Ignore x
l tier o aws G - ignore x
1 ©  Make 2 Copies (4 .
1 ©  Make 2 Copies (4 Ignore x

Clicking Save marked the policy as “proposed” but not yet implemented. Administrators can test proposed policies before
activation. ESG proceeded to test the “ESG demo policy,” which has “tier to aws” as the first rule to apply. We uploaded a
file named “11mb.pdf” to StorageGRID. ESG navigated back to the ILM Policies screen, selected the “ESG demo” policy,
then clicked on the “Simulate” button in the lower right-hand corner. The window “Simulate ILM Policy — ESG demo”
appeared (top portion of Figure 6). We typed the filename “archive/11mb.pdf” into the Object field and clicked on the
“Simulate” button. We noted that the filename “11mb.pdf” matched the criteria in the ILM rule “tier to AWS,” and that the
file was replicated to AWS S3.

ESG conducted another test by searching on the object metadata. We uploaded another file named “123.txt” to S3. We
then navigated to the Object Metadata Lookup option under the ILM menu and entered “archive/123.txt” in the Object
field, then clicked the “Look Up” button (bottom portion of Figure 6). The results at the bottom of this screen showed that
the default rule, “Make 2 copies,” in the “ESG demo” policy was applied; one copy appeared in a storage node; the other in
S3. To verify that the object was copied to S3, we navigated to the S3 console and saw the object ID of “123.txt” at the top
of the list. Note that this object ID represents the object format that can be read by AWS S3. (If we used the CloudMirror
feature, objects would appear as the same filename regardless of whether they are in on-premises storage or S3).
Pretesting a policy helps the administrator verify that it has the intended effect on the object data of interest. The
administrator can then create the policy once and apply that policy repeatedly across the organization’s object storage.

© 2018 by The Enterprise Strategy Group, Inc. All Rights Reserved.
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Figure 6. Testing ILM Policies Before Implementation

Simulate ILM Policy - ESG demo

Simulates the active ILM policy or, if there s a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as Intended

Object | archive/11mb.pdf S{nulate
Simulation Results ©
Object Rule Matched Previous Match
archive/11mb.pdf tier to aws (4 x
Object Metadata Lookup
Enter the identifier for any object stored in the grid to view its metadata.
Object archive/123.txt
System Metadata —- - Resource Groups ~ %
Object ID 5AB40D1D-C639-4BD5-9949-26767A37COC1 2 > sgdemol
Name 123.0xt Overview Properties Permissions Management
Container archive
Account simpsons Q -
Creation Time 2018-04-20 13:59:50 EDT
Modified Time 2018-04-20 13:59:50 EDT b p— i
F—
Replicated Copies @ 2018 Apr 18, 2018 3:49:06 PM GMT-0400
Node Disk Path @ 7800 Apr 18, 2018 3:38:50 PM GMT-0400
DC1-§1-10-63-174-T1 Ivarflocal/rangedb/2/p/03/12/1 @ abetxt Apr 20, 2018 10:40:22 AM GMT-0400
DC3-ARC1-10-63-174-83 r

ESG also noted the new compliance feature included in this release of StorageGRID. The feature allows the storage
administrator to create compliance rules that govern how users comply with business standards or regulations when
accessing data (e.g., users cannot delete data saved for legal reasons). We used the Tenant Admin Ul to validate how the
compliance feature works. Under the S3 menu, we selected the Buckets option and saw a list of S3 buckets (shown in
Figure 7). We chose the “worm” bucket and clicked on “Configure Compliance.” We then edited the length of the
Retention Period and chose actions to perform after the Retention Period expires.

We then tested this rule by uploading “StorageGRID_Webscale 110 _S3_Simple_Storage.pdf” to the “worm” bucket and

attempted to delete the file. We received the error message shown in Figure 7 since we specified that the object cannot be
deleted for 35 days.

© 2018 by The Enterprise Strategy Group, Inc. All Rights Reserved.
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Figure 7. Enforcing Compliance Rules on a Storage Bucket

Edit Bucket Settings - worm

Compliance @

Compliance seftings apply to all objects in the buckel. You cannol disable compliance after the bucket
is saved

Retention Period 35 days

u allow users to delete objects
Afer Retention Period
prakt = delete objects automatically Cannot delete
hi 1 - nirn -
Pasirand |57 || fsemn Contny _— k‘ StorageGRID_Webscale_110_S3_Simple_Stor
egal Hol
age.pdf.
‘ 2 » : .
Bucket Operation diinied because of compliance settings.
i Please contact your web hosting service provider for
Manage settings of your buckeds, assistance.
rv Anair
+ Croato Bucket| / : Cancel | Try Again |
Bucket Name Creation Time Region Compliant
newbucket 2018-03-23 12:24:56 EOT us-past-1
stevebucket 2018-03-23 10:14:52 EDT us-gast-1
worm 2018-03-23 12:29:41 EDT ug-gasl-1 '
L3
Displaying 3 buckets.

@ Why This Matters

Managing how object data is copied, stored, and deleted becomes cumbersome when data is located across multiple
physical locations, across an organization’s data centers and the cloud. Organizations need to set up, modify, and apply
the object data consistently across all storage especially as the amount of data scales quickly.

ESG validated that a storage administrator can create and apply policies to manage the usage, storage, and retention of
data across on-premises storage and S3. We saw how an administrator can choose existing ILM rules to be included in a
policy, then order those rules to comply with business needs. We also saw how these policies can be tested before they
are activated. Enabling an organization to create and test policies across the StorageGRID easily can decrease daily
administration and management time. The organization also can minimize storage costs as policies ensure that storage
is used efficiently without having to move, replicate, or delete data at each storage node.

Automation of Information Lifecycle Management

To keep pace with the growth in object data, organizations must manage storage dynamically yet cost-effectively.
Administrators need to set up ILM rules that determine how data is stored, copied, and moved automatically when
required. These rules must also determine how long and where the data is retained, while ensuring that the data is secure
from unauthorized access. StorageGRID allows users to configure ILM policies on per-object level regardless of where the
data is ingested, negating the need for constant administrator intervention.

ESG Testing

ESG began with the StorageGRID administrator user interface (Ul), which opens to a dashboard (as displayed in Figure 8),
showing overall available storage as well as free and used storage. The Ul also indicated the overall health of the
organization’s storage, noting any issues that may require further attention. We observed how an administrator can
monitor operations over time with pop-out charts, such as wait times of users accessing objects. The ability to monitor
operations can help the administrator to proactively detect and resolve issues in a timely manner, while minimizing issue
resolution time. For example, if wait times of users accessing object data were increasing, the administrator could
rebalance or add storage or create replicas closer to specific data access points.

© 2018 by The Enterprise Strategy Group, Inc. All Rights Reserved.



E‘BE Economic Validation: NetApp StorageGRID 11

Figure 8. StorageGRID Dashboard with Pop-Out Chart
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From the dashboard, ESG then navigated to the ILM menu and chose the Rules option. After seeing a list of existing rules,
we clicked on the button “Create ILM Rule.” We proceeded to create a rule that will tier object data to S3. First, we
entered details such as the rule’s name and description (as shown in Figure 9). We clicked on the “Save” button and were
presented with the screen to input rule parameters. Here, we defined how long the data is stored in the grid, the number
of object replicas created, where the replicas reside, and how long they are retained. We noted the Retention Diagram
that graphically shows how long the object data and its replicas will be kept.

We also defined the type of replicas that are created with this rule. When ingested by StorageGRID, object data can be
stored as a full copy at multiple sites to ensure fast access for a predetermined time. After that time expires, the
administrator can set up the rule to create erasure-coded copies of that same data. Erasure-coded copies use available
storage more efficiently by consuming less storage space. If accessed again, the data and their full copies will be restored in
their original physical locations according to the original rule until the predetermined time expires again.

© 2018 by The Enterprise Strategy Group, Inc. All Rights Reserved.
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Figure 9. Creating ILM Rule to Tier Object Data to S3
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In addition to managing ILM rules from the Ul, StorageGRID also provides REST APIs, to help the administrator automate
operations. ESG right-clicked on the toolbar to bring up the list of APIs NetApp has provided (as shown in Figure 10). We
clicked on “accounts: Operations on accounts” to see its associated APls. We then clicked on the “get” button to examine a
sample code snippet demonstrating how to use the “get” operation. The administrator can modify and test the code
snippet. We tested out the code associated with the “get” operation by entering the ID of an object and clicking on the
“Try It Out” button in the upper left-hand corner of the code window.

Figure 10. APIs to Automate Execution of ILM Rules

accounts : Operations on accounts

/grid/accgunts

/grid/accounts

o

o
3 -

StorageGRID Webscale Management API v2
REST API for managing StorageGRID Webscale deployments. Copyright (c) 2018 NetApp, Inc. All Rights Reserved

(G138 /grid/accounts/{id}

All operations require an "Authorization” request header in the form:

Authorization: Bearer token l_ ~—r— ' Igrldlaccounts.'{ld} |
where 'token| is obtained by sending an authorization token request: POST /api/v2/authorize Curl Igrid!accountsl{id}
When you send that request from this page, the token is automatically extracted from the response tq cerl =X GET —neager “Accept: applicatica/jsd o<
Jgrid/accounts/{id}

Request URL
which will be inserted into sul uent request sent from this page.
" b e NEEps: //sgacmin. netapp. con/api/v2/gr ib/accoun

/grid/accounts/{id}/change-password

accounts : Operations on accounts Response Body

alarms : Operations on alarms { /grid/accounts/{id}/usage

"responseTine™: “2018-84-20T18:03:32.69127;
“States™: “success”,

audit : Operations on current audit configuration apiVersion™s “2.1°,

~data™: [
auth : Operations on authorization {
=167t ~138262041925046207017,
config : Operations on version or session information (LA 1) I S
“capabilities™: [
“asnagesent”,

deactivated-features : Operations on deactivated features e

1.

"policy™: {
“useAccount IdentitySource™: true,
"allowPlatformServices™: true,
“quotalbjectBytes™: 100000800088

}
b
{
18" “I8086467399E9834EN1",
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@ Why This Matters

Organizations must ensure that users can access object data regardless of the data’s physical location while considering
where to store data to maximize performance access and minimize storage costs. Automating policies that control the
location and number of copies increases storage system efficiency and eliminates the need for manual intervention.

ESG validated that StorageGRID helps an organization to automate the execution of ILM rules and common
administration taks via API, addressing which data needs to be easily accessible, how to protect that data, and when and
where to move data when not accessed frequently. We also observed that an organization can employ APIs to
automate ILM rules. Both methods ease the task of managing object data regardless of where data is physically located.
The setup time for ILM rules decreases, as StorageGRID applies the rules regardless of where the data is ingested or
how much data scales over time. Thus, administration time and costs for ongoing storage management can decrease.

Integration with AWS

As organizations augment their on-premises storage with S3, they can utilize AWS computing services on-demand, while
not storing object data in S3 in the long term. StorageGRID’s support for the S3 APl enables these organizations to connect
applications developed for S3 web services with on-premises object storage. Using StorageGRID’s integration with AWS, a
storage administrator can transfer data to S3, allowing users to employ select AWS microservices for analysis, while
minimizing both cloud storage and transfer costs.

ESG Testing

ESG began by observing how CloudMirror works. First, we selected an endpoint in the Tenant Ul of StorageGRID. In this Ul,
we viewed existing endpoints by going to the S3 menu and choosing the Endpoints option. We then selected the
“CloudMirror endpoint” (shown in Figure 11).

Next, ESG navigated to the Buckets option under the S3 menu. We selected “cloud-mirror” as the target bucket for the
chosen endpoint. We clicked on the “Configure replication” button and code appeared. We edited the code to define
which object data is replicated to the bucket. We noted that the administrator can define specific objects that appear in
the endpoint to be replicated into the target S3 bucket. We uploaded the file “acct.txt” to the endpoint and checked the
AWS S3 console to verify that the file was replicated. Thus, an organization can minimize both network transfer costs and
S3 costs while leveraging AWS compute services for a limited time.
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Figure 11. Using CloudMirror to Replicate File to S3 Bucket
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ESG also explored the use of Elasticsearch on select data from a StorageGRID S3 bucket. We navigated to the list of
endpoints (shown in Figure 11) and selected the “ESlocal” endpoint. Next, we chose the “Buckets” option under the S3
menu and selected the “tweets” bucket. We clicked on the “Configure Search Integration” button to modify the metadata
of the object data we wanted to locate via Elasticsearch. We changed the metadata so that the local ES server only
searched on object data containing “subject = slingshot” (shown in Figure 12). After uploading an object into the “tweets”
bucket, search results were replicated to the endpoint. We used Kibana (an open source visualization plugin for
Elasticsearch) to view our search results and found that the local ES server keyed onto object data containing “slingshot.”
For an organization that wishes to leverage Elasticsearch, this AWS integration will ensure that only data matching the
selected object metadata will be replicated, minimizing cloud egress costs.

Figure 12. Leveraging Elasticsearch Integration
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@ Why This Matters

A public cloud provider may provide compute services that an organization wants to employ for specific purposes. Yet,
the organization may not want to store its object data in S3 and incur unnecessary storage costs. A viable approach is to
establish a pipeline between on-premises and cloud storage that is activated when certain object data is ingested. The
organization can automatically transfer data to cloud storage and leverage compute services only when needed. This
can minimize both network transfer and cloud storage costs.

ESG validated that an organization can use StorageGRID to set up rules that copy or transfer select object data between
on-premises storage and S3 when specific criteria are met. We saw how CloudMirror enables an administrator to copy
select data from on-premises storage to S3. We also examined how select data stored in S3 can be transferred to on-
premises storage based on preset Elasticsearch parameters, helping to minimize network transfer costs.

The Bigger Truth

With the growth of object data increasing, an organization must consider how to use and manage storage efficiently while
fulfilling users’ expectations for data access and minimizing overall storage costs. This is especially relevant as
organizations’ spending on storage will remain flat or decrease in the foreseeable future.® The organization must consider
how to apply ILM rules and policies in real time to keep pace with data growth. It must be able to create and automate ILM
rules and policies to process the myriad of object data that an organization can ingest. The organization must also create
policies that will change how data is stored and protected when not accessed regularly, thus minimizing storage costs.
Finally, an organization that employs hybrid cloud storage must determine how to leverage a cloud’s compute services on
object data without incurring excess transfer costs between on-premises and cloud storage.

The NetApp StorageGRID solution enables an organization to define how and where object-based data is stored and
archived in a hybrid cloud storage environment. Organizations that use StorageGRID can also save on both capital and
operational expenses via efficient storage usage, simplified administration, and increased user productivity. StorageGRID
enables the organization to provide user access of object data from any geographic location. The organization can employ
StorageGRID to set and automate ILM rules and policies that maintain acceptable levels of access performance while using
storage efficiently. Because StorageGRID can help in managing storage efficiently, an organization can minimize its on-
premises storage costs. StorageGRID’s integration with AWS S3 allows replication and transfer of object data between on-
premises storage and S3, minimizing both cloud storage and ingress/egress costs. ESG audited current storage and cloud
costs and verified that an organization can potentially save up to 50% in overall storage costs over a five-year period.

ESG validated that an administrator can use StorageGRID to create and automate ILM rules and policies to manage the
usage, storage, and retention of data across all geographically dispersed nodes located in an organization’s data centers
and S3 (when hybrid storage is employed). By enabling the administrator to create and automate ILM rules and policies,
StorageGRID can help an organization decrease daily storage management and administration costs as well as increase
end-user productivity. Our modeled scenario use-case of a 1,000-user organization revealed that we could achieve
operational savings up to $500K when using StorageGRID.

If your organization is facing huge unstructured data growth and needs to efficiently store and easily manage such data
while minimizing your capital and operational expenses, especially within a hybrid storage environment, ESG suggests
evaluating the NetApp StorageGRID solution.

3 1bid.
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