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So kommen Sie mit Cloud Insights Problemen in
lhrer Stream-Processing-Kubernetes-Applikation
auf die Spur
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Ein wahrer Krimi:

So kommen Sie mit Cloud Insights Problemen in
lhrer Stream-Processing-Kubernetes-Applikation
auf die Spur

In den letzten paar Jahren hat sich die Applikationsentwicklung von Grund auf veran-
dert. Durch die Ubernahme von ereignisgesteuerten Microservice-Architekturen und
die neuen Maoglichkeiten der Applikationsskalierung ist es zu Komplexitaten gekom-
men, die noch immer schwer zu handhaben sind. Dementsprechend ist ein Bedarf
an Monitoring-, Troubleshooting- und Planungslosungen entstanden, die uns einen
Uberblick dartiber geben, wie sich die Komponenten unserer Applikationen verhal-
ten, und die die Systemstabilitat fordern.

- A Fl NetApp

Wir bei NetApp setzen unsere eigene
Lésung NetApp Cloud Insights ein, wenn
wir neue Versionen von Cloud Insights
und andere neue Produkte entwickeln,
um sicherzustellen, dass sie genau so
funktionieren, wie wir es uns wunschen.

In dieser Serie erzahlen wir Ihnen von
einem konkreten Beispiel fur die Nut-
zung von Cloud Insights bei der Fehler-
behebung in unserem System. Es geht
um die Ermittlung des Taters, um seine
Tat (schlechte Performance) und um
mehrere Verdachtige (Architekturkompo-
nenten). Am Ende war es naturlich wie
immer der Butler (die fehlerhafte, das
Problem verursachende Konfiguration).
Es treten auf: Load Balancer (NGINX),

Microservices (K8s Pods), Message Bro-
ker (Kafka), Stream Processing (Flink),
zugrunde liegender Storage (NetApp
Cloud Volumes ONTAP FlexVol Techno-
logy) und sogar AWS EC2 Virtual Machi-
nes. Wie sich herausstellen wird, ist der
Schuldige an einem Ort zu finden, den
Sie normalerweise nicht mit lhrer Umge-
bung in Verbindung bringen (Storage
und Apps auBerhalb lhrer K8s-Umge-
bung, die sich auf die Ablaufe in die-

ser Umgebung auswirken). Mit Cloud
Insights gehen wir den verschiedenen
Anhaltspunkten nach. Am Ende der
Serie haben wir unsere gesamte Umge-
bung erfasst und samtliche ihrer Kompo-
nenten untersucht.

Folgen Sie mir — das Spiel hat
begonnen!
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Die Akteure

Wir méchten Ihnen nun die Hauptakteure dieser Geschichte vorstellen — die Kompo-
nenten unserer Architektur. Wir entwickeln eine Stream-Processing-Applikation. Da
diese Geschichte auf einer wahren Begebenheit beruht, haben wir die Namen zum
Schutz der Betroffenen gedndert und sie ein wenig gekirzt, damit auch alles auf
lhren Bildschirm passt. Diese App empfangt externe Anfragen, und die Daten passie-
ren eine Reihe von Prozessen. Am Ende werden sie im Filesystem abgelegt.
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Bei unserer Applikation handelt es sich
um eine typische Stream-Processing-
Applikation, die in Kubernetes (K8s) in
einer AWS-Umgebung ausgefuhrt wird.
Dies sind ihre Hauptkomponenten:

1. Der Agent
Ein externes Tool, das Datenpunkte
erfasst und an unser System sendet.

2. Der Router

Ein Router/Load Balancer flr einge-
hende Daten. Fur diesen Zweck nut-
zen wir einen NGINX Ingress Control-
ler. NGINX empféangt Anfragen, leitet sie
basierend auf URL-Mustern weiter und
fUhrt einen Lastausgleich tUber die Pods
eines Aufnahmeservices durch.

3. Die Aufnahme

Ein Microservice, der die Daten vom
Agent empfangt, eine einfache Validie-
rung durchfliihrt und die akzeptierten
Datenpunkte in ein festgelegtes Kafka
Thema schreibt.

4. Der Message Broker

Ein Kafka-Cluster, der auf mehreren
Brokern ausgefuhrt wird. Fur ein Kafka-
Thema verantwortlich, das Anfragen
speichert, die auf ihre Verarbeitung
warten.

5. Der Prozessor

Eine Stream-Processing-Engine. Wir nut-
zen einen Flink-Job, um die von Kafka
Ubermittelten Daten zu verarbeiten. Die-
ser Job wird auf einem Flink-Cluster mit
mehreren Taskmanagern ausgefuhrt. Der
Job wandelt die Daten um und schreibt
die Ergebnisse abschlieBend auf die
Festplatte.

6. Der Storage

Die vom Flink Job genutzte Festplatte,
ein NFS-Mount auf Flink-Taskmanagern.
FUr unseren zugrunde liegenden Storage
nutzen wir Cloud Volumes ONTAP.

7. Die Berechnung (Compute)

Wir fUhren unsere Applikation in Kuber-
netes (,K8s*) aus. Unsere Kubernetes-
Nodes werden als AWS EC2 Instanzen
bereitgestellt.
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Die Tat

Der Tag begann wie jeder andere:

Die Daten flossen, alles war in bester Ordnung. Doch pl6tzlich fiel uns etwas Seltsa-
mes auf: Unsere neuesten Daten wurden nicht angezeigt. Irgendwann erschienen sie
dann doch, aber die Verzogerung war deutlich. Irgendetwas hinderte die Ergebnisse
daran, punktlich in unserem System anzukommen. Doch angesichts all der vielen
Komponenten konnten wir die Ursache des Problems nicht ausmachen. Es ging ein
paar Tage lang so weiter, und wir stellten fest, dass es etwa um die 40. Minute jeder
Stunde etwas langer dauerte, bis die Daten verarbeitet und zur Verfligung gestellt
wurden. Das System fing sich stets letztendlich wieder, doch jede Stunde kam es zu
genau demselben Zeitpunkt zu dem ungewodhnlichen Verhalten.

Wir beschlossen, uns jede einzelne Komponente unserer Architektur genauer anzu-
sehen. Auf ins Verhor!
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Der Router:
Die Ermittlungen beginnen

Wir mlUssen uns ein Gesamtbild von der Umgebung verschaffen und fangen daher ashboards | | StresmProcessing @ Last3Hours
ganz am Anfang an. Der erste Einstiegspunkt in unsere Applikation ist unser Ingress
Controller (Router/Load Balancer). Wir beginnen also damit, Informationen von unse-
rem NGINX Controller zu erfassen. Cloud Insights erm&glicht es uns, Infrastruktur-
und Anwendungsdaten zu erfassen. Um herauszufinden, was mit unserer NGINX NGINX requests S 3s NGINX requests per second 2 305 NGINX active connections
Komponente los ist, sehen wir uns die erfassten NGINX Daten an. Vorlaufig nehmen

wir an, dass vielleicht etwas die Daten daran hindert, zu unserem NGINX Controller
Zu gelangen. '
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The Router

Mhm ... Unsere NGINX Zahlen zeigen deutlich, dass wir mit dieser Annahme falsch
liegen. Es liegt keine Beeintrachtigung oder wesentliche Veranderung beim Verhal-
ten unseres NGINX Controllers vor. Die Daten werden den ganzen Tag Uber stetig
und mit gleichbleibenden Raten empfangen. NGINX, wir lassen Sie laufen. Wir haben
keine weiteren Fragen an Sie. Aber bleiben Sie vorerst in der Stadt.

D o:((0

kubernetes
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Die Aufhahme:
Ein nheuer Verdachtiger
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NGINX ist also sauber. Wir machen beim nachsten Verdachtigen weiter — bei unserem
Aufnahme-Microservice. Der Aufnahmeservice wird als Kubernetes-Implementierung
bereitgestellt und folgt allen Best Practices zu Ausfallsicherheit, Fehlertoleranz und
Skalierbarkeit. Doch kénnte er an irgendeiner Stelle aus der Reihe tanzen und das
Problem verursachen? Wir missen ihn uns genauer ansehen. Da es sich um einen
als Pod implementierten Microservice handelt, entscheiden wir uns flr eine Observie-
rung von Kubernetes. Wie viele Daten empfangen und senden die Pods? Geraten die
Daten vielleicht dort irgendwo auf Abwege?

Im Kubernetes Cluster Explorer von Cloud Insights klicken wir auf unseren Cluster,
um uns die Statistiken anzusehen.

OO0
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Wir sehen den Zustand unseres Clusters, unter anderem die Top-User des Clusters
und seine Gesamtauslastung. Wir kdnnen sogar die einzelnen Nodes genau unter die
Lupe nehmen.

TheGamelsAfioot [ Kubermnetes [ 32 stream-process... | B Ip-10-30-20-186.ec2.internal ) Now
7 § 1 Labels Hode 1P
Healthy  Aberti
Pods o 19 10.30.20.186

CPU Filesystem
w 8%
%
of capacity

ool )
Wealthy Fumning  c-eclusive-node-scheduler  2of2 ai
Gdcdddb-468p2
Healthy Funmning  bube-state-metrics- 1afl kb wystem
S95bAISTES-ubhiz
Healthy Busning  @vi-haldk 1all openshill-sdn
Healihy Bumning  Sdn-gwign lafl epenshil-sdn
Healthy Rumining  Syne-mmsss lafl cpenshil-node
Healthy Bunning  tebegrafdi-sirsi 1all monitoing

1 NetApp
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Ime 0.026ie
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wi. Limnit vi Requeest
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In diesem Fall méchten wir uns allerdings das Aufnahmeverhalten unserer Pods ins-
gesamt ansehen. Dazu kénnen wir die Kubernetes Performancekennzahlen sowie die
Daten zum Rest der Applikation in einer praktischen Ansicht aufrufen.

TheGamelsAfoot | Kubernetes | 3K stream-process... / B |p-10-30-20-186... / @ kube-state-metrics-505bd95768-x5hjz

Pods trafficin [:' Override Dashboard Time ® Last 15 Minutes v ) 4
Status Restarts Crisated
Running 0 Oct 27, 2020 3:48 PM

Convert to Expression  [J]

A)Query  kubernetes.pod.rx_bytes = ¥
Hamespace Kind Hame

X podrame ingest %[
kube-fystem  ReplicaSet kube-state-metrics-595bd95 768

Transform None ¥ @  Filter By  kubernetes_cluster stream-processing ‘52: namespace oci = X i
' * w  Show Top v 10 ¥  More Options

Labsels Mode IP Pod IP
E 10.30.20.186 10.130.0.56

Group - Avg v by  kubemetes cluster X | namespace X | pod_name X
Display: LineChart ¥  Y-axis: Frmary ¥ UnitsDisplayedIn:  Auto Format +

_bytes (KiB)
8450376

ALERTING POOS 1

S
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Der Message Broker:
Der Mittelsmann
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kubernetes

Als Nachstes laden wir unseren Kafka-Broker zum Verhoér. Unser Microservice fuhrt
eine leichte Verarbeitung eingehender Daten durch und schreibt sie in ein Kafka-
Thema. Vielleicht hakt es ja zu den Zeitpunkten, an denen wir eine verlangsamte
Verarbeitung verzeichnen, irgendwo bei Kafka? Die entscheidenden Kennzahlen zur
Performance von Kafka sehen wir auf dem Dashboard unserer Applikation.

Fl NetApp

StreamProcessing (O Last3Hours

The Ingestion

Pads traffic in s Pads traffic out

rx_bytes [KiB) x_bytes (KiB)

lllfln H"ﬁ "!‘-f-‘l |' | ”M 1 | ..JI ] .! 1'I| | 'I* .,.

f'

Containers CPU usage Ws Containers mem usage

Cpu_ulage_nandcored (Mooned) remory_usage_byted (MiB)

H'{pl,f f'nl”lr || i i M i"-

Nun, das ist in der Tat interessant ... Es scheint zwar keine wesentlichen Abweichun-
gen bei der Menge der in Kafka eingehenden Daten zu geben, doch zu den Zeitpunk-
ten, an denen sich der Dateneingang verzogert, fallt etwas auf: Es gibt definitiv eine
Diskrepanz bei der Menge der Daten, die aus Kafka ausgehen. Wenigstens wissen
wir jetzt, dass die bei Kafka eingehenden Daten nicht das Problem sind. Das ist ein
anderer Datenpunkt. Die Frage ist also: Warum sehen wir eine Veranderung bei der
Menge der Daten, die zu den relevanten Zeiten von Kafka gelesen werden?

Kafka l&sst sich jedenfalls als Verdachtiger ausschlieBen.
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Der Prozessor:
Wir kommen der Sache naher -

Kafka in rate 305 Kafka out rate

server_brokertop...ec.oount (KiB/s,

N’ ' l r
‘ 0
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Q Aufnahme Aufnahme Message
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The Processor

Flink write operator in records rate o 305 Flink write operator bytes to disk rate & 30s Flink write job lag

3 o:((0

kubernetes
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Als Nachstes kommen wir zu unserem Flink-dob. Der Job ist ziemlich gut mit benut-
zerdefinierten Kennzahlen flr das Schreiben auf Festplatte instrumentiert, was uns in

Cloud Insights zugutekommt. Zum Zeitpunkt der Vorfalle sehen wir einen Einbruch beim Schreibvorgang. Und er

stimmt mit dem beim Lesen der Daten von Kafka beobachteten Einbruch tberein.
Wir haben unserem Dashboard die Anzahl der pro Sekunde aufgenommenen Daten- Aber wir sehen keine wesentlichen Unterschiede bei den von Kafka aufgenommen
satze fur den Flink Operator, der auf Festplatte schreibt, sowie unsere benutzerde- Daten. Es scheint also, als wiirde unser Flink-Operator von irgendetwas aufgehalten
finierten Kennzahlen und die Verzégerung beim Schreibvorgang hinzugefligt. Jetzt werden, wenn er versucht, Daten auf die Festplatte zu schreiben. Konnte das Prob-
wird es interessant. lem tatsachlich mit dem Schreibvorgang zusammenhangen?

OO I NetApp
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Der Storage:
Es wird spannend

dWS
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P4 Tlink-nfs
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Backend Storage: | GACVOCIM_GaCvicIlPeasm_proceding

kubernetes 3,364.7310/s 1783 m 0.7 r:ll.n,-:: 0.1%ol4GB

® ii0

Containers (1)
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Lamazanawi.com/flink-o<i:1. 370

Unser Flink-Job fihrt das Schreiben in den Storage aus, und die Flink TaskManager-
Pods greifen Uber das Ubliche Persistent Volume Claim und Persistent Volume Setup
auf diesen Storage zu. Wir haben zwar ein paar Schritte gebraucht, bis wir zu dieser Im Cluster Explorer sehen wir, dass unser persistentes Volume mit dem zugrunde lie-
Information gelangt sind, doch wie sich herausstellt, waren wir bereits auf der rich- genden Storage und einigen damit zusammenh&ngenden wichtigen Kennzahlen ver-
tigen Spur, als wir uns die Microservice-Pods ansahen und das K8s-Monitoring in knUpft ist.

Cloud Insights aktivierten. Was uns noch fehlt, ist der tatsachliche Storage hinter den
Persistent-Volume-Informationen. Doch das ist in Cloud Insights bekanntlich reine
Routine. Werfen wir nun einen Blick auf unseren Storage, NetApp Cloud Volumes
ONTAP, der von unserem Flink Verarbeitungs-Pod genutzt wird.

OO I NetApp
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Der Storage:
Es wird spannend e

Storage: uID: IOPS - Total; Application(s)
qacvo Tbb7df63-19f-11eb-9e1d- 3,294.11 10/s None

Sind Anhaltspunkte fiir einen hinreichenden Verdacht zu erkennen? Zum Zeitpunkt sorage ook TPMT“I Datastore:

eines Vorfalls ist ein I/O-Einbruch und auch ein Latenzeinbruch beim Zugriff auf den e s T

Storage zu beobachten. Wir ndhern uns des Rétsels Losung. Doch wo ist die Fehler- o e Thi Provisioned:

quelle? Wer oder was ist fiir diesen I/O verantwortlich? Unser Pod scheint es nicht Onlis smasno ::p“mmm]r

zu sein, da wir bereits gesehen haben, dass Uber den Tag hinweg konsistente Daten- Type: N— e

mengen eingehen. Es muss etwas anderes ein. Um das Bild noch weiter zu ver- .

vollstandigen, kdnnen wir in derselben konsolidierten Ansicht auch noch die AWS -

EC2-Informationen prifen.

Expert View Display Metrics ¥ Hide Resources

Resource

[ | m QACVOSVM_... processing

Top Correlated
ﬂ gacvo-0l:aggrl

Latency - Total (ms)

Additional Resources

I0PS - Total (I0/s)

Fl NetApp
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Die Berechnung:
Was machen unsere AWS EC2 S e

Storage: uno: I0PS - Tatal: Applicationis)

I n St a n Z e n gacvo ThbTdi63-19ff-11eb-9eld- 3794 11 IO/ Hone
031bcddabT3l
o

Storage Pool: Datastore:
qacvo-01:aggrl Capacity - Total:

4.0 GB Deduplication Savings:
Storage Virtual Machine: 0.0 %
SVM_Qacva Capacity - Used:

=0.1 GB Thin Provisioned:
Status: No
Online Snapshot:

0.2 GB Replication Source(s):
Type:
FlexVol Latency - Total: Performance Policies:

16.50 ms

Storage Pool Utilization:

Eu:pert'l.!'igw Display Metrics F Hide Resources

O

Lat ;- Total (ms)
Aufnahme Aufnahme Message - e W qacvo:svm_...processing
LB/Routing in ms Broker Prozessor \-d, 5 :
-
Top Correlated

1 12/ © & O

Additional Resources

I0PS - Total (I0/s)

Wenn wir einen genaueren Blick auf das verknupfte, von unserem Flink-Job genutzte
FlexVol Volume werfen, entdecken wir einen méglichen Schuldigen fr den Anstieg
beim /O zum Zeitpunkt des Ereignisses: Es sieht ganz so aus, als wurde Virtual
Machine frosa-system-backup einen wesentlichen 1/0O beim Volumen verursachen.
Wir klicken weiter und prifen diese Virtual Machine einmal ganz aus der Nahe.

OO I NetApp
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Wir melden uns also bei dieser EC2-Instanz an und sehen uns dort ein bisschen um.
Bei der Analyse der Virtual Machine stoBen wir auf einen Prozess, der jede Stunde
etwa in der 40. Minute ausgefihrt wird — ein lastiger Cronjob.

[root@frosa-system-backup ~]$ crontab -1
40 = * % x /Jopt/backups/system_backup.sh

[root@frosa-system-backup ~]$%

Dieser Prozess fuhrt Daten-Dumps aus und generiert so viel I/0, dass die Perfor-
mance unseres internen Volumes, das auch von unseren Verarbeitungs-Pods genutzt
wird, beeintrachtigt wird. Diese Pods sind flr geschaftskritische Vorgange zustan-
dig. Wir missen diese EC2-Instanz unbedingt fixen, damit sie nicht dasselbe FlexVol
Volume hinter dem Kubernetes Persistent Volume unseres Flink-Jobs beschreibt. Wir
bitten daher unseren Systemadministrator, diese EC2-Instanz einem anderen FlexVol

Volume zuzuweisen.

Die Daten flieBen nun reibungslos durch unsere Applikation. Der Fall ist gelost!
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[
Fazit:
[ [ L [
E I g e ntl ICh Iag es d I e ganze Zelt Wie in diesem Paper gezeigt, hat Cloud Insights das Monitoring und die Diagnose
an d e r H an d von Kubernetes-Problemen schon immer erleichtert. Jetzt machen wir es sogar noch

einfacher: Unsere neue Netzwerk- und Workload-Ubersicht visualisiert lhre Cluster
mitsamt Nodes, Pods, Containern und Storage. Sie sehen alle Abhangigkeiten und

Die typische Kriminalgeschichte prasentiert uns einen Uberraschenden Tater, den man kdnnen ganz einfach die Quelle von Traffic- oder Latenzproblemen ausfindig machen
Uberhaupt nicht mehr im Blick hatte. In unserer Geschichte ist das nicht anders. Unser und betroffene Workloads identifizieren und isolieren.

Bosewicht wird von Kubernetes-Monitoring-Tools gerne Ubersehen: Storage. Es stimmt
— in der Regel ist es nicht leicht, die Verbindung zwischen Kubernetes-Pods und dem
zugrunde liegenden Storage zu erkennen. Wie bei allen Ermittlungen ist es von zentraler
Bedeutung, die richtigen Hinweise zu finden und Zusammenhange herzustellen. Cloud
Insights macht diese Hinweise und Zusammenhange fur uns sichtbar. Am Ende unserer WU | Mo > | Dot | wLtint v
Ermittlungen hatten wir uns einen Uberblick tiber die gesamte Infrastruktur verschafft, |
den wir nutzen konnten, um die Ursache des Problems ausfindig zu machen. Somit ver-
flgen wir nun Uber eine starke Grundlage, auf der wir weiter aufbauen kdnnen, um die
Integritdt unseres Systems sicherzustellen und Problemquellen zukUinftig sehr viel einfa-
cher zu verorten.

Workload Map (1) Last 24 Hours

LA '

Flr diese Ermittlung erfassen wir alle Daten fur:

- viele heterogene Infrastruktur- und Servicetypen (NGINX Ingress Controller)

- unsere gesamte Kubernetes Umgebung, einschlieBlich unseres
Aufnahme-Microservices

« Netzwerk-Traffic

- Kafka-Broker und topicsStorage time-to-full

» den Flink-dob und seine Operator

- Persistent Volumes mit zugrunde liegendem NetApp Cloud Volumes ONTAP Storage
- AWS EC2 Virtual Machines

Wir haben alle Hinweise zusammengetragen und konnten so das Ratsel I0sen.

OO I NetApp
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Ein einzelnes Problem zuriickzuverfolgen ist ein Kinderspiel. Aber was ist, wenn Sie
plotzlich eine Vielzahl von Alarmen erhalten, die auf eine Fulle von Workload-Problemen
deuten? Wo fangen Sie dann an? Genau hier glanzt unsere Workload-Ubersicht. In
folgendem Beispiel sehen Sie einen einzigen Schuldigen, der von vielen Prozessen
genutzt wird und dort zu Fehlern fihrt. Beheben Sie diesen Fehler, um eine lange Liste
von Problemen zu I16sen. Und das alles mit nur einem Tool: So geht einfach!

HetApp Cloud 1... | 'Workload Map

Filter By - cluster  All = ¥ namespace | Al

Node Size:  bytes_iotal *  Connection Size:  bytes lotsl =

Snowing 44 conmections

() ~
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Uber NetApp

a Mehr erfahren Sie unter www.netapp.de.

Uber NetApp

In einer Welt voller Generalisten beweist sich NetApp als Spezialist. Wir haben ein Ziel fest im Blick: lhr Unternehmen
darin zu unterstitzen, Ihre Daten optimal zu nutzen. NetApp bringt die Datenservices, denen Sie vertrauen, in die
Cloud und die Einfachheit und Flexibilitat der Cloud in Ihr Datacenter. Selbst bei héchsten Anspriichen lassen sich die
branchenfihrenden NetApp Losungen in unterschiedlichsten Kundenumgebungen und den weltweit flhrenden Public
Clouds einsetzen.

Als Cloud- und Daten-orientierter Softwareanbieter stellt nur NetApp alle Technologien bereit, mit denen Sie lhre eigene
maBgeschneiderte Data Fabric aufbauen, lhre Clouds vereinfachen, Ihre Public Clouds anbinden und so die richtigen
Daten, Services und Applikationen sicher bereitstellen kénnen — immer und Gberall.
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